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Nonlinear spectroscopies can disentangle spectra that are congested due to inhomogeneous broadening.
In conjunction with theoretical calculations, attosecond extreme ultraviolet (XUV) four-wave-mixing (FWM)
spectroscopy is utilized here to probe the dynamics of autoionizing inner valence excited Rydberg states of the
polyatomic molecule, CO2. This tabletop nonlinear technique employs a short attosecond XUV pulse train and
two noncollinear, few-cycle near-infrared pulses to generate background-free XUV wave-mixing signals. FWM
emission is observed from the n = 5–7 states of the Henning sharp ndσg Rydberg series that converges to the
ionic B̃ 2�+

u state. However, these transient emission signals decay with lifetimes of 33 ± 6, 53 ± 2, and 94 ± 2
fs, respectively, which calculations show are consistent with the lifetimes of the short-lived n = 6–8 members of
the nsσg character Henning diffuse Rydberg series. The oscillator strengths of transitions between states involved
in all possible resonant FWM processes are calculated, verifying that the nonlinear spectra are dominated by
pathways described by an initial excitation to the diffuse nsσg Rydberg series and emission from the sharp ndσg

Rydberg series. The results substantiate not only that attosecond XUV FWM spectroscopy produces rigorous
and meaningful measurements of ultrafast dynamics in polyatomic systems, but also that nonlinear spectroscopic
techniques are versatile tools to selectively probe dynamics that are otherwise difficult to access.

DOI: 10.1103/PhysRevA.106.063525

I. INTRODUCTION

Nonlinear spectroscopies are exceptionally powerful tools
that can elucidate complex structure and dynamics in chem-
ical systems. In these techniques, multiple short coherent
light pulses interact with matter to generate a higher-order
polarization response [1,2]. While linear spectroscopy has
been effectively employed to provide energetic and structural
information, the remarkable versatility of nonlinear meth-
ods originates from experimental control over the frequency,
intensity, beam geometry, and sequence of each of the in-
coming pulses. These additional degrees of freedom allow
for highly selective measurements in both the frequency and
time domains, permitting diverse applications such as probing
structure and dynamics in complex chemical systems [3–5],
disentangling homogeneous and inhomogeneous line widths,
[6] and modifying the spectral bandwidth of light sources
[7,8]. The extension of nonlinear spectroscopies into the ex-
treme ultraviolet (XUV) and x-ray spectral regions will enable
experiments that investigate short-lived and element-specific
inner valence and core-excited states with greater spatial and
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temporal resolution [9–12], further expanding the frontiers of
these important techniques.

The development of high harmonic generation (HHG)
[13,14] over the past three decades has resulted in acces-
sible tabletop coherent XUV sources with subfemtosecond
pulse durations [15]. The extremely short time resolution
of these attosecond light sources not only permits direct
time-domain measurements of electronic dynamics in atomic
[16–18], molecular [19–21], and solid-state systems [22–24],
but also provides the foundation for tabletop versions of XUV
nonlinear spectroscopy. A recently developed extension of
these techniques [25,26], attosecond XUV four-wave-mixing
(FWM) spectroscopy, utilizes a short attosecond XUV pulse
train produced by HHG and two noncollinear near-infrared
(NIR) pulses to generate spatially isolated third-order po-
larization signals. These transient emission signals encode
the evolution of excited states and represent background-free
measurements of XUV-induced chemical dynamics [27–29].
This technique has already been applied to monitor electronic
and vibronic coherences in multiple atomic and diatomic
systems [21,25,26], facilitating the characterization of a pre-
viously inaccessible dark state in N2 [30], the detection of
light-induced states in He [31], and the implementation of a
variant of XUV multidimensional spectroscopy in long-lived
Rydberg states of Ar [32]. Moreover, attosecond wave-mixing
experiments have revealed order-dependent emission delays
in nonlinear signal generation [33] and measured ultrafast dy-
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FIG. 1. Energy level diagram of the Henning diffuse (green)
and Henning sharp (blue) Rydberg series of CO2 between 17.3 and
18.1 eV. Dotted lines represent ionic states while solid lines represent
neutral Rydberg states. Both the nsσg character Henning diffuse and
ndσg character Henning sharp series converge to the ionic B̃ 2�+

u

state.

namics due to autoionization and Auger decay in atomic [27],
diatomic [28], and solid-state systems [29]. Here, we extend
attosecond XUV FWM spectroscopy to probe autoionization
dynamics in a polyatomic system, the inner valence Rydberg
states of carbon dioxide.

As a linear triatomic, centrosymmetric molecule composed
of only second row elements, CO2 is one of the simplest
polyatomic systems. CO2 attracts considerable interest from
molecular spectroscopists and the broader scientific commu-
nity as a well-known greenhouse gas with notable impacts on
climate [34]. Of particular relevance to the current work, the
electronic structure of CO2 and its low-lying ionic states has
been characterized by photoabsorption, photoionization, and
photoelectron spectroscopy [35–43]. The lowest four ionic
states of CO2 are the X̃ 2�g, Ã 2�u, B̃ 2�+

u , and C̃ 2�+
g states

reached by ionization energies of 13.778, 17.314, 18.077, and
19.394 eV, respectively. In our experiment, an XUV pulse
predominantly excites CO2 into neutral Rydberg states located
between 17.3 and 18.1 eV. An energy level diagram depicting
the XUV-excited states relevant to this experiment is provided
in Fig. 1. This spectral region of CO2 contains contributions
from the Henning diffuse and Henning sharp series, both of
which converge to the ionic B̃ 2�+

u threshold, as well as the
Tanaka-Ogawa series, which converges to the ionic Ã 2�u

threshold [39,40,42]. The two Henning series dominate the
photoabsorption spectrum, as contributions from the Tanaka-
Ogawa series are limited to members with both high n and
ν1 quantum numbers in the spectral region above the Ã 2�u

limit examined here. Complementary experiments by Sandhu
and co-workers probing the dynamics of the Tanaka-Ogawa
series are currently underway [44].

The Henning diffuse and Henning sharp series are assigned
Rydberg electron characters of nsσg and ndσg, respectively.
While weak transitions to the ν1 = 1 symmetric stretch have
been observed in the photoabsorption spectra, the ν1 = 0
transition dominates [35]. Photoionization quantum efficiency
measurements provide insight into the channels relevant in

the decay dynamics of these series [40]. For the Henning
diffuse series, the photoionization quantum efficiency is close
to unity, indicating that autoionization is the dominant decay
pathway for this series. On the other hand, in the same work,
the photoionization quantum efficiency of the Henning sharp
series is notably less than unity, possibly reflecting com-
petition between neutral predissociation and autoionization.
While these photoionization measurements and the spectral
linewidths of the states suggest that members of the Henning
diffuse series decay more quickly than those of the Henning
sharp series, more work is necessary to establish the lifetimes
of these states.

In this joint experimental-theoretical work, we utilize at-
tosecond FWM spectroscopy to investigate the ultrafast decay
dynamics of autoionizing Rydberg states of CO2. Spatially
isolated FWM emission signals are primarily observed at en-
ergies associated with members of the Henning sharp series
between 17.3 and 18.1 eV. However, time-resolved measure-
ments, supported by theoretical calculations of autoionization
lifetimes, reveal that these emission signals report on the
dynamics of members of the shorter-lived Henning diffuse
series instead. Specifically, the experimentally measured de-
cays of 33 ± 6, 53 ± 2, and 94 ± 2 fs correspond well
to the lifetimes of the n = 6–8 Henning diffuse states cal-
culated here. The interpretation of this counterintuitive result
is facilitated by calculating oscillator strengths for transitions
between states that may participate in the various resonant
wave-mixing schemes. These calculations indicate that, due to
substantial ground-to-diffuse state and dark-to-sharp state os-
cillator strengths, wave-mixing pathways dominate that probe
the Henning diffuse states but emit from members of the
Henning sharp series, as observed experimentally. This at-
tosecond XUV FWM experiment demonstrates that transient
wave mixing can be successfully utilized to monitor ultrafast
decay in polyatomic molecules with high selectivity.

II. METHODS

A. Experimental methods

The experimental apparatus utilized to generate and mea-
sure XUV emission signals has been described previously
[27–30,33] and is depicted in Fig. 2(a). Briefly, a commercial
multipass Ti:sapphire laser system (Femtopower HE, Fem-
tolasers) produces 2 mJ of 22 fs NIR pulses with a central
wavelength of 780 nm at a 1 kHz repetition rate. These pulses
are spectrally broadened in a stretched 2 m long, 500 μm
inner diameter hollow core fiber (Few-Cycle Inc.) statically
filled with 2 bars of neon gas. The broadband fiber output
is then temporally recompressed by seven pairs of double-
angle chirped mirrors (PC70, Ultrafast Innovations) and a
2 mm thick ammonium dihydrogen phosphate (ADP) crystal
[45], resulting in 600 μJ, 6 fs pulses with a spectral profile
spanning 550 to 950 nm [Fig. 2(b)]. A 75:25 (T :R) beam
splitter divides the compressed NIR pulses into two arms.
The transmitted portion of the beam is focused by a spherical
silver mirror ( f = 50 cm) through 300 μm holes drilled into
a 1 mm path-length cell contained within a vacuum cham-
ber at 10−6 Torr. The interaction of the focused NIR driver
(∼1014 W cm−2) with xenon gas flowing through the cell
produces XUV harmonics via high harmonic generation
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FIG. 2. Attosecond extreme ultraviolet (XUV) four-wave-mixing (FWM) spectroscopy. (a) Subfemtosecond XUV pulses at ∼18 eV
produced via high harmonic generation and two few-femtosecond (780 nm) NIR pulses are utilized to generate XUV wave-mixing emission
signals from Rydberg states in gas-phase carbon dioxide. (b) Spectrum of NIR pulse. (c) Spectrum of XUV pulse.

(HHG). The pressure of xenon gas (∼5 Torr) flowing through
the cell and its position relative to the few-cycle NIR driver
pulse focus are optimized to generate a train of two to three
subfemtosecond XUV pulses with photon energies that cover
the neutral Rydberg states of CO2 located between 17.3 and
18.1 eV [Fig. 2(c)]. A 0.15 μm thick Al foil (Lebow) fil-
ters out the copropagating NIR driver before the transmitted
XUV pulse train is focused by a gold-coated toroidal mirror
( f = 50 cm, ARW Optical Corporation) through an annu-
lar mirror into a 1 mm path-length target cell. Small 500
μm diameter holes drilled into the target cell permit the
XUV light to interact with the CO2 gas flowing continuously
though the cell. At the target cell, the XUV beam has an
estimated waist of ∼20 μm and a peak intensity of the order
of 108–1010 W cm−2 due to the low conversion efficiency of
HHG [46].

The few-cycle NIR pulses reflected by the 75:25 beam
splitter are delayed relative to the XUV pulse train by a piezo-
electric stage [P-622 with E509 controller, Physik Instrumente
(PI)] and then split into two distinct NIR arms by a 50:50
beam splitter. Two spherical mirrors ( f = 1 m) direct each of
the split beams into the vacuum chamber to positions above
and below a 3 mm hole in the annular mirror through which
the XUV pulse train passes. The focused upper and lower
NIR beams intersect with the XUV in the target cell at angles
of approximately 18 mrad (1.0◦). To ensure that the NIR
pulses arrive at the target simultaneously, the path length of

the lower NIR arm is adjusted with a second piezoelectric
stage. Temporal and spatial overlap between the XUV and
NIR arms is determined via second harmonic generation in
a BBO crystal. Specifically, the removal of the Al foil that
blocks the copropagating NIR after HHG allows a mirror
inserted after the annular mirror to steer all three NIR beams
out of the vacuum chamber to a BBO crystal located at the
focus of the NIR driver. At overlap, second harmonic signals
emit at phase-matching angles intermediate between each of
the noncollinear NIR beams.

After passing through the target cell, the XUV harmonics
and any generated nonlinear XUV emission signals transit
through a slit that blocks the angled NIR beams. Residual NIR
contamination is further attenuated by a second 0.15 μm Al
filter before the transmitted XUV light is spectrally dispersed
by a gold-coated flat-field grating (001-0639, Hitachi). An
x-ray charge-coupled device (CCD) camera (Pixis XO 400B,
Princeton Instruments) records the target-attenuated harmon-
ics and wave-mixing emission signals on a 1340 × 400 pixel
array as a function of XUV photon energy and phase-matched
divergence angle relative to the harmonic axis. The horizontal
energy axis is calibrated by comparing wave-mixing emission
from the 2s22p5nl excitations of neon gas to atomic line tran-
sition data available from the National Institute of Standards
and Technology (NIST). In these experiments, a home-built
mount translates the camera vertically such that the harmonics
no longer impinge on the CCD chip and only wave-mixing
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signals that emit at nonzero divergence angles are recorded.
This spatial masking procedure is performed to reduce inter-
ference from artifacts induced by strong absorption features,
allowing the weaker wave-mixing emission signals to be im-
aged cleanly.

CCD camera images are collected as a function of XUV-
NIR delay, where positive delays are defined to indicate that
the XUV pulse train precedes the time-coincident NIR pulses.
Three datasets are collected under different experimental con-
ditions to establish the reproducibility of measured decay
times. These conditions are summarized in Appendix A. To
enhance the relatively weak wave-mixing emission signals,
all emission data are plotted in absorbance (A) (negative
features):

A = −log10(INIR ON/INIR OFF), (1)

where INIR ON and INIR OFF represent the signal collected by
the CCD camera with all three beams impinging on the target
and with both NIR pulses blocked by a mechanical shutter
(Thorlabs), respectively. All subsequent data analysis was per-
formed in MATLAB.

B. Theoretical methods

To explore the autoionization lifetimes of the Henning
diffuse and Henning sharp Rydberg series in CO2, we per-
formed photoionization calculations very similar to those
reported in Ref. [28] at the equilibrium geometry of the CO2

molecule. We employed the multichannel Schwinger con-
figuration interaction (MCSCI) variational method [47,48],
which has been previously used to study the photoionization
of CO2 [49,50]. In these calculations, the final-state fixed-
energy photoelectron wave functions were represented on a
single-center expanded grid, with lmax = 100, that terminated
at rmax = 60 Å, which was large enough to describe a number
of Rydberg states below each ionization threshold. The full
N-electron ionized state was represented as a close-coupling
expansion containing a sum of the products of (N–1)-electron
ion state wave functions with one-electron photoelectron
continuum wave functions. The ion channels used in the close-
coupling calculation included the four valence ion states,
(1πg)−1 X̃ 2�g, (1πu)−1 Ã 2�u, (3σu)−1 B̃ 2�+

u , and
(4σg)−1 C̃ 2�+

g . The calculations were performed with the
bond length RC−O = 1.1621 Å [51]. The bound state orbitals
were computed using an aug-cc-pVTZ basis [52,53] using
MOLPRO [54,55] with a valence complete-active-space self-
consistent field (VCASSCF) description of the ground state
keeping the C(1s) and O(1s) core orbitals doubly occupied
in all configuration state functions. In the photoionization
calculation, the initial state was represented by a configuration
interaction wave function with the three core orbitals doubly
occupied and including up to quadrupole excitation into the
weakly occupied orbitals from the VCASSCF calculation.
The initial 1�+

g state used to compute the dipole matrix el-
ements was then obtained using triple excitations into the
weakly occupied orbitals. In the scattering calculations, the
ionization potentials for the four ion states were adjusted to
agree with experimental values of 13.78, 17.31, 18.08, and
19.39 eV for the X̃ , Ã, B̃, and C̃ states, respectively [38]. The
resulting cross sections contained a number of autoionizing

resonance structures, which were analyzed by fitting the line
shapes to Fano profiles [56] to extract the position and the
width of each autoionization resonance.

Additionally, we located the position of an optically dark
autoionizing state of symmetry 1�+

g that cannot be reached
by a one-photon transition from the ground state and has a
computed energy that is 15.8 eV above the ground state. To
assess the extent to which this state could contribute to the
FWM process, we then computed the oscillator strengths for
transitions from this state to the bright Rydberg autoionizing
states and the oscillator strengths from the ground state to the
same bright states. These oscillator strengths were obtained
using a purely bound state calculation, which was performed
with the same MCSCI code that was used in the scattering cal-
culations. In these calculations, we extended the aug-cc-pVTZ
basis set used in the main scattering calculations with a set
of Rydberg-like Gaussian basis functions of Kaufmann et al.
[57] as defined by Eq. (18) of that paper. The added Gaussian
functions had l = 0 with n = 1.5, 2.0, . . . , 6.0, l = 1 with
n = 2.0, 2.5, . . . , 4.0, and l = 2 with n = 2.5, 3.0, . . . , 7.0,
where these 25 added functions all had σ symmetry.

III. RESULTS

A. Spatially isolated wave-mixing emission in carbon dioxide

The XUV pulse train generates a coherence of autoioniz-
ing Rydberg states of carbon dioxide spanning 17.3–18.1 eV,
including members of the Henning diffuse and Henning
sharp series [40,42]. This coherence is probed by two time-
coincident, noncollinear NIR pulses, resulting in transient
wave-mixing signals that emit at a spatial location distinct
from the XUV harmonics dictated by wave-vector phase-
matching conditions [Fig. 3(a)]. For a FWM process requiring
both NIR beams, the wave-mixing signals will emit at a di-
vergence angle (φdiv) described by the following expression
[27,29,30]:

φdiv ≈ υNIR1θNIR1 + υNIR2θNIR2

υXUV
, (2)

where υNIR1 and υNIR2 are the frequencies of the NIR photons
involved in the wave-mixing pathway, θNIR1 and θNIR2 are the
crossing angles at which the NIR beams intersect the XUV
in the target cell, and υXUV is the frequency of the initial
XUV excitation. Multiple wave-mixing pathways composed
of photons of different frequencies can emit at the same en-
ergy, augmenting the angular divergence of the wave-mixing
signals [28]. However, the intensity of emission is enhanced
when each photon involved in the wave-mixing process is
resonant with a transition in the medium [58,59], resulting
in a preference for pathways mediated by one-photon, dipole
forbidden (dark) states. Two NIR photons couple one photon,
dipole allowed (bright) states via dark states, leading to the
emission of XUV photons at the energies of the Rydberg
states observed in the photoabsorption spectrum. Calculations
described in Sec. II B suggest that the viable intermediary
dark states are located below the emitting state in energy, as
depicted in Fig. 3(a).

A representative photon energy-calibrated CCD camera
image taken at the temporal overlap of all three pulses is
shown in Fig. 3(b). The negative absorbance features (blue)
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FIG. 3. Background-free wave-mixing signals are detected by
an x-ray CCD camera at spatial and temporal overlap of all three
pulses. (a) A wave-vector phase-matching diagram demonstrating
the generation of spatially isolated four-wave-mixing signals (dashed
purple arrow) from an XUV pulse train (thick blue arrow) and two
NIR pulses (thin red arrows). Not to scale. (b) An x-ray charge
coupled device (CCD) image plotted as a function of photon energy
and phase-matching divergence angle reveals multiple wave-mixing
emission features (blue). (c). An angle-integrated trace taken from
this camera image can be compared to literature photoabsorption
spectra for spectral assignment. The observed emission features
correspond primarily to Rydberg series that converge to the ionic
B̃ 2�+

u limit, with the Henning sharp series representing the domi-
nant contribution.

observed in the camera image indicate the generation of new
XUV light due to wave-mixing emission. The spatial dimen-
sion of the camera image is plotted as a function of the angle
of divergence relative to the harmonics, which have been
translated off of the CCD chip to minimize interference from
on-axis (0 mrad) signals. Note that wave-mixing pathways
that incorporate two time-coincident NIR pulses can emit
at both negative and positive divergence angles, depending
on the arbitrarily assigned NIR pulse order. Although dis-
crete emission lines can be discerned as a function of photon
energy, the wave-mixing features are broad in divergence
angle. The angular divergence of these wave-mixing features

FIG. 4. Wave-mixing signals are plotted as a function of photon
energy and XUV-NIR delay, revealing both oscillatory features and
emission state-dependent decays. State assignments are provided to
the left of the figure. The decay times associated with the wave-
mixing signals emitting from the Henning sharp series lengthen with
increasing principal quantum number.

[Fig. 3(b)] primarily reflects the angular spread of the incident
XUV beam, but the divergence also may be broadened to a
lesser extent by additional FWM pathways that emit at similar
energies.

In Fig. 3(c), a spectral trace of the wave-mixing emission
shown in Fig. 3(b) is obtained by integrating over the negative
absorbance features in the angular range of 2.7–5.8 mrad.
The most prominent features arise at energies associated with
members of the Henning sharp series with principal quantum
numbers from n = 5 to n = 8. Weaker features mirroring
these strong wave-mixing signals at slightly lower photon
energies appear to emit at the energies of the Henning dif-
fuse series. While emission from the lowest member of the
Henning diffuse series (n = 6) can be distinguished from
the nearby Henning sharp series feature (n = 5), the spectral
resolution of the apparatus is insufficient to resolve the major-
ity of adjacent Henning diffuse and sharp emission features,
particularly as the states become more finely spaced in the
approach to the ionization threshold (IP). Consequently, the
wave-mixing emission features reported here exhibit broader
spectral linewidths than would be expected for members of
the Henning sharp series alone given previous synchrotron
measurements [40].

B. Ultrafast dynamics of autoionizing Rydberg states

The XUV-induced coherent superposition decays with the
dephasing time, or polarization lifetime, of the constituent
Rydberg states [27]. The temporal evolution of the XUV-
induced Rydberg state coherence can be monitored by plotting
angle-integrated wave-mixing signals as a function of the
delay between the XUV and time-coincident NIR pulses.
Figure 4 provides a false color plot depicting the emission
features in Fig. 3(c) as a function of both photon energy and
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XUV-NIR delay. As in the CCD camera image [Fig. 3(b)],
wave-mixing signals appear as negative absorbance features
at energies associated with Rydberg state resonances. These
emission signals exhibit both appreciable decays and oscilla-
tions indicative of the XUV-induced coherence within the few
hundred femtosecond time period investigated in this experi-
ment. As in previous transient wave-mixing experiments that
probed manifolds of autoionizing states [27], the duration of
the wave-mixing signals increases with the photon energy of
the emission state, reminiscent of the well-known (n∗)3 trend
for autoionizing state lifetimes [27,60].

To assess the timescales of the wave-mixing decays, the
emission signals are integrated over a narrow energy window
corresponding to the Henning sharp states and fit to a convo-
lution of the instrumental response and an exponential decay
using a least squares algorithm (Fig. 5). The application of
this fitting procedure to three different datasets (Appendix B)
yields decays of 33 ± 6, 53 ± 2, and 94 ± 2 fs for the features
emitting from the n = 5, n = 6, and n = 7 members of the
Henning sharp series, respectively. Integrating over smaller
angular regions of Fig. 3(b) does not appreciably change the
extracted decays. As expected, these time constants reflect the
proportional increase in autoionizing state lifetime with (n∗)3

[60]. However, these measured decays are not consistent with
the calculated lifetimes of the Henning sharp series, which
will be shown in Sec. III C to decay on timescales more
than an order of magnitude longer than observed here. The
decay of the wave-mixing emission instead corresponds to
lifetimes of the Henning diffuse series, as discussed further
in the following sections.

Oscillations have been observed in similar XUV wave-
mixing experiments investigating both atomic [27,31,32] and
molecular systems [21,30]. Here, wave-mixing oscillations
are most pronounced in the short-lived features emitting
from lower-lying members of the Henning sharp series. A
Fourier transform taken along the delay axis of the transient
wave-mixing spectrum shown in Fig. 4 reveals frequency
components at energies associated with wave-mixing emis-
sion [Fig. 6(a)]. Although broad, the dominant frequency
components in the Fourier spectra roughly correspond to
energy differences between members of the Rydberg series
that comprise the initial XUV-induced coherent superposition
of states. The evolution of this coherence is probed by the
time-coincident NIR pulses, which couple members of the
coherence back to the Rydberg manifold via a resonant dark
state, resulting in wave-mixing emission. The contribution
of each member of the initial coherence to the emitted sig-
nal can be represented by a wave-mixing pathway. Multiple
wave-mixing pathways can emit at the same energy, result-
ing in oscillations in the emission signal. As depicted in
Fig. 6(b), the ∼0.12 eV frequency feature obtained from the
n = 6 Henning sharp emission signal appears to correspond to
the energy difference between the n = 7 and n = 8 Henning
diffuse states, both of which are members of the original
XUV-induced coherence.

Note that wave-mixing pathways utilizing a Henning dif-
fuse (nsσu) state cannot be distinguished from pathways
involving the adjacent Henning sharp (n′dσu) state for the
same interaction due to the breadth of the Fourier features.
Moreover, frequencies associated with coherences of adjacent
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FIG. 5. Wave-mixing signals exhibit emission state-dependent
ultrafast decays. Line-outs taken at the energy positions of the Hen-
ning sharp (a) n = 5 (17.50–17.53 eV), (b) n = 6 (17.67–17.70 eV),
and (c) n = 7 (17.77–17.80 eV) states from a representative data
set are fit with exponential decays, revealing decay constants that
increase with principal quantum number. The dots in each of the
panels represent measured experimental data while the solid lines are
numerical fits. The time constants and error provided here correspond
to the least squares fit of a single data set. The decay constants
measured correspond with the lifetimes of the Henning diffuse states,
not the sharp states from which they emit.

nsσu and n′dσu states are expected to appear below 0.09 eV
and thus cannot be positively identified. Unlike some previous
measurements [27], unity slope lines are not apparent in the
transformed spectrum, indicating that wave-mixing pathways
composed of degenerate photons that couple the emitting state
to itself do not dominate emission in this system.
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FIG. 6. (a) Fourier analysis of the delay-dependent wave-mixing emission spectrum. State assignments are provided to the left of the
spectrum. Broad frequency-domain features are observed at energies associated with the Henning sharp series. (b) Interference between
wave-mixing pathways built on different Rydberg series members within the XUV bandwidth leads to oscillations with frequencies consistent
with those measured in the Fourier transform in the wave-mixing emission spectrum. The NIR pulses are represented by thin red arrows, while
the XUV pulse and FWM emission are represented by thick blue and dashed purple arrows, respectively.

C. Theory results

In the photon energy range interrogated directly by the
FWM experiment, 17.5–17.9 eV above the ground state,
the calculations of the photoionization cross sections found
two series of Rydberg autoionizing resonances leading to
the B̃ 2�+

u ionization threshold. The positions and widths
extracted from the Fano profile analysis for these reso-
nances are given in Table I. The resonances in the diffuse
1�+

u [nsσu B̃ 2�+
u ] series and the sharp 1�+

u [ndσu B̃ 2�+
u ]

series come in pairs with the diffuse state having quantum
number n being very close to the sharp state with quantum
number n–1 as is also seen in the synchrotron one-photon
photoabsorption experiment [40]. In order to extract the Fano
parameters for these resonances, we fit each pair of reso-
nances independently of the other pairs. We then assumed
that the fit of the Fano profile for a given pair had a common
nonresonant background term, which was quadratic in the
photon energy, and we further assumed that the contributions

of the photoionization cross sections of the two resonances
of a given pair were additive. The position and width of the
1�+

g [3pσuB̃ 2�+
u ] dark state are also given in Table I. We can

see that the lifetimes of these autoionizing Rydberg states are
strongly affected by the orbital angular momentum, with the
dσg being much longer lived than the sσg at approximately
the same energy. The pσu state has an intermediate lifetime,
although the specific state given with n = 3 would be expected
to have a shorter lifetime than the corresponding pσu states
with higher values of n which have energies that are closer to
the sσg and dσg states considered here.

The oscillator strengths computed using only the extended
basis set calculation between the ground, diffuse, sharp, and
dark states are given in Table II. The main trend seen here is
that the oscillator strengths for going from the ground state to
the diffuse states are consistently larger than for the transitions
from the ground states to the sharp states at a similar energy.
The transitions from the dark state to the sharp and diffuse
states have the opposite trend, with the transitions to the sharp

TABLE I. Calculations of linewidths and corresponding lifetimes of the Henning diffuse and Henning sharp series for the n = 6–8 and
n = 5–7 states, respectively, compared with experimentally measured lifetimes. Also, the computed data for the dark state are given.

n Width (eV) E (eV) Calculated lifetime (fs) Experimental lifetime (fs)

Diffuse 6 0.02064 17.4738 31.9 33 ± 6
1�+

u [nsσuB̃ 2�+
u ] 7 0.01128 17.6654 58.4 53 ± 2

8 0.00760 17.7779 86.7 94 ± 2

Sharp 5 0.00177 17.5598 372.6
1�+

u [ndσuB̃ 2�+
u ] 6 0.00045 17.7110 1457.5

7 0.00019 17.8059 3378.5

Dark
1�+

g [npσuB̃ 2�+
u ] 3 0.01210 15.7836 54.4
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TABLE II. Calculations of the oscillator strength between ground states, Henning diffuse and sharp series, and the 1�+
g [3pσuB̃ 2�+

u ] dark
state located at 15.8 eV.

n e (eV) XUV oscillator strength NIR resonant energy (eV) NIR oscillator strength to dark state

Diffuse 6 17.4738 0.020407 1.6738 0.000428
1�+

u [nsσuB̃ 2�+
u ] 7 17.6654 0.014138 1.8654 0.000007

8 17.7779 0.009125 1.9779 0.00002

Sharp 5 17.5598 0.008243 1.7598 0.002355
1�+

u [ndσuB̃ 2�+
u ] 6 17.7110 0.001856 1.911 0.0001947

7 17.8059 0.000745 2.0059 0.000044

states being stronger than the corresponding transitions to the
diffuse states.

IV. DISCUSSION

Attosecond XUV FWM experiments on autoionizing
Rydberg states of the polyatomic molecule CO2 successfully
generate wave-mixing emission signals that decay on ultra-
fast timescales. Although quantum beat oscillations indicative
of the interference of multiple wave-mixing pathways are
present in the emission features, traces taken on resonance
of members of the Henning sharp series can be readily fit
with single exponential decays, leading to measured decays on
timescales of tens of femtoseconds. As described for similar
background-free FWM measurements on autoionizing states
of krypton [27] and oxygen [28], the observed decays are
equivalent to the excited-state lifetimes in the absence of
dephasing from interactions with other degrees of freedom.
Table I compares these experimentally measured lifetimes
with calculated lifetimes of members of the Henning diffuse
and Henning sharp series. The calculated lifetimes for the
n = 6–8 states of the Henning diffuse series range from 30 to
90 fs while those for the n = 5–7 states of the Henning sharp
series decay on timescales over an order of magnitude longer
in duration. Given the results of the lifetime calculations (Ta-
ble I), the experimentally measured wave-mixing decays of 33
± 6, 53 ± 2, and 94 ± 2 fs are consistent with the lifetimes of
the Henning diffuse states, despite emission occurring at the
energies of the Henning sharp series.

To rationalize the fact that lifetimes of the diffuse states
appear in the emission of the sharp states, the FWM path-
ways participating in this experiment can be considered with
diagrammatic perturbation theory, a method used to depict
the evolution of a quantum system in response to multiple
pulse interactions [1,2]. A nonlinear process, FWM emission
arises from the third-order polarization of the medium and is
therefore described by three perturbative light-matter interac-
tions. As shown in Fig. 7, a resonant FWM pathway can be
initiated by an XUV photon that excites CO2 from its ground
state to either a Henning diffuse or Henning sharp state. Two
NIR photons then couple the XUV-excited Rydberg state to
itself or other states within the NIR bandwidth via a reso-
nant dark state, generating a third-order polarization response
that results in the emission of a photon with the energy of
the final state. As a result, four different types of pathways
depending on the initial excitation and final emission states
can be enumerated: diffuse-to-sharp pathways [Fig. 7(a)],

diffuse-to-diffuse pathways [Fig. 7(b)], sharp-to-sharp path-
ways [Fig. 7(c)], and sharp-to-diffuse pathways [Fig. 7(d)].
For transient measurements in which the two NIR pulses are
delayed with respect to the XUV pulse, the dynamics mea-
sured will encode the lifetime of the state initially excited by
the XUV photon, rather than the state from which the photon
emits [27].

Within the framework of perturbation theory, which may
not be strictly applicable in attosecond wave-mixing experi-
ments, the intensity of resonant FWM emission signals can
be approximated by the oscillator strengths of each step-
wise transition between states in the wave-mixing process,
as well as the intensity of the XUV and NIR light utilized
in each interaction. The FWM emission signal intensity has
been shown to vary linearly with NIR intensity in previous
work where only a single order of wave-mixing features was
observed [25,29], validating the application of perturbation
theory to these systems. Assuming that the intensity of the
broadband light sources is relatively constant within the en-
ergy region of interest, the oscillator strengths of different
transitions can be utilized to develop an expectation for the
dominant FWM pathway. As shown in Table II, the oscillator
strengths calculated for the initial XUV excitation are about
2.5–10 times larger for the Henning diffuse states than for
the sharp states, indicating that the XUV-induced coherent
superposition being probed is dominated primarily by the
short-lived diffuse states. In contrast, oscillator strengths cal-
culated for NIR transitions between the bright states and the
1�+

g [3pσuB̃ 2�+
u ] dark state located at ∼15.8 eV are about

5–20 times stronger for the Henning sharp series, favoring
pathways that ultimately emit from these sharp states. As
a result, the diffuse-to-sharp pathway depicted in Fig. 7(a)
should represent the largest contribution to FWM emission,
resulting in decays characteristic of the initial Henning dif-
fuse state and emission from the final Henning sharp state.
Although nonresonant interactions, higher-order processes,
and strong field effects may also influence the intensity and
temporal evolution of the emitted signals, we do not observe
clear evidence of higher-order processes in contrast to other
FWM studies [27,33]. Moreover, the pathways predicted to
dominate by this perturbative approach are consistent with the
experimental observations of lifetimes with timescales less
than 100 fs emitting at the energies of the Henning sharp
series.

As discussed above, measurement of the ultrafast lifetimes
of the Henning diffuse states is a direct consequence of the
resonance-enhanced nonlinear technique used to probe these
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FIG. 7. Energy level and double-sided Feynman diagrams corresponding to FWM pathways composed of an XUV photon (thick blue
arrows), two NIR photons (thin red arrows), and wave-mixing emission (dashed purple arrows) that couple (a) Henning diffuse to sharp states,
(b) Henning diffuse to diffuse states, (c) Henning sharp to sharp states, and (d) Henning sharp to diffuse states. In all the depicted pathways,
the two NIR pulses are time coincident and are delayed relative to the initial XUV pulse.

Rydberg state dynamics of CO2. The transitions that comprise
each interaction of the FWM scheme work in concert to regu-
late the emission intensity of individual pathways, selectively
enhancing some emission signals relative to others. Favorable
pathways are selected not only by the photoabsorption cross
section of the state accessed by the XUV pulse, but also by
additional NIR transitions between bright and dark states.
Thus, attosecond XUV FWM spectroscopy permits the inves-
tigation of states that give rise to less prominent features or are
obscured by spectral congestion in the linear absorption spec-
trum. For example, despite less-than-ideal spectral resolution,
the oscillator strengths of the FWM interactions in CO2 op-
erate such that the short-lived, and therefore spectrally broad,
Henning diffuse states emit primarily from spectrally narrow
Henning sharp states without significant contamination from
a long-lived emission component. Although incidental in this
system, the results illustrate that, with careful consideration
of intermediary dark states and transition oscillator strengths,
attosecond XUV FWM spectroscopy coupled with theory can
be successfully utilized to emphasize the dynamic signatures
from otherwise poorly accessible states.

V. CONCLUSIONS

In this work, experiment and theory have combined to
elucidate the complex nonlinear spectroscopy of short-lived,
autoionizing Rydberg states located between 17.3 and 18.1 eV
in the polyatomic greenhouse gas, CO2. Experimentally, at-
tosecond XUV FWM spectroscopy, a recently developed
nonlinear technique that utilizes a noncollinear beam geom-

etry between a short train of subfemtosecond XUV pulses and
two few-cycle NIR pulses, generates background-free FWM
signals in a complex spectral region dominated by the nsσg

character Henning diffuse and the ndσg character Henning
sharp Rydberg series. Transient FWM signals predominantly
emit from the n = 5–7 members of the spectrally narrow
Henning sharp series from 17.3 to 18.1 eV.

Theoretical calculations indicate that the experimentally
measured decays of 33 ± 6, 53 ± 2, and 94 ± 2 fs corre-
spond to the lifetimes of the n = 6–8 states of the Henning
diffuse series, respectively. Following identification of the
1�+

g [3pσuB̃ 2�+
u ] dark state as the best candidate to me-

diate the wave-mixing process, the oscillator strengths of
transitions between all states potentially involved in resonant
FWM pathways were calculated to rationalize the dominance
of the Henning diffuse states in transient wave-mixing mea-
surements. Large ground-to-diffuse state oscillator strengths
combined with substantial oscillator strength transitions be-
tween the dark state and the Henning sharp states result in
the selection of pathways characterized by an initial XUV
excitation to the Henning diffuse states, but emission from
the Henning sharp states. Consistent with the reported exper-
imental lifetimes, these pathways generate FWM signals that
encode the lifetimes of the Henning diffuse states in the FWM
emissions of the sharp states.

This work broadly demonstrates that, with the correct set
of coupling strengths, the properties of short-lived, spec-
trally broad features can be successfully measured using
emission from more spectrally narrow resonances, reduc-
ing the impact of spectral congestion. Therefore, these

TABLE III. The data collection parameters employed for the three experimental datasets examined in this work.

Dataset Delay range (fs) Delay step size (fs) Exposure time (s) Number of images Pulses per delay Backing pressure (Torr)

1: 2/27/20 −15–255 1 fs: −15–67 fs 1.5 10 15000 4
2 fs: 68–255 fs

2: 7/29/20 −14–146 1 fs 1.2 10 12000 9
3: 7/30/20 −25–315 2 fs 1.2 15 18000 11
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(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

Henning Sharp 
Emission, n = 5

Henning Sharp 
Emission, n = 6

Henning Sharp 
Emission, n = 7

Henning Sharp
Emission, n = 5

Henning Sharp 
Emission, n = 6

Henning Sharp 
Emission, n = 7

Exponental Decay 
    (T= 26 ± 1 fs)

Experimental Data

Exponental Decay 
    (T= 94 ± 4 fs)

Experimental Data

Exponental Decay 
    (T= 51 ± 2 fs)

Experimental Data

Exponental Decay 
    (T= 52 ± 1 fs)

Experimental Data

Exponental Decay 
    (T= 96 ± 1 fs)

Experimental Data

Exponental Decay 
    (T= 35 ± 1 fs)

Experimental Data

FIG. 8. Delay-dependent traces of wave-mixing emission features observed at the energy positions of the Henning sharp (a) n = 5
(17.49–17.55 eV), (b) n = 6 (17.66–17.70 eV), and (c) n = 7 (17.77–17.80 eV) states in dataset 1 and the (d) n = 5 (17.48–17.54 eV), (e)
n = 6 (17.65–17.71 eV), and (f) n = 7 (17.76–17.81 eV) states in dataset 2. The dots in each of the panels represent measured experimental
data while the solid lines are numerical fits. The time constants and errors provided here correspond to the least squares fit of a single data set.
The data points of dataset 1 were interpolated to obtain a constant step size for analysis. The decay constants measured correspond with the
lifetimes of the Henning diffuse states, not the sharp states from which they emit.

results not only provide insights into the decay dynam-
ics of autoionizing states in a highly significant poly-
atomic molecule, but also illustrate a powerful application
of experimental and theoretical attosecond XUV FWM
analysis that can be utilized in more complex chemical
systems.
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TABLE IV. The experimentally measured wave-mixing decays
are fit to a convolution of the instrumental response and an exponen-
tial decay.

1: 2/27/20 2: 7/29/20 3: 7/30/20 Average

n = 5 35 ± 1 fs 26 ± 1 fs 38 ± 2 fs 33 ± 6 fs
n = 6 52 ± 1 fs 51 ± 2 fs 55 ± 1 fs 53 ± 2 fs
n = 7 96 ± 1 fs 94 ± 4 fs 93 ± 3 fs 94 ± 2 fs

performed the calculations. A.P.F., Y.-C.L., J.D.G., R.R.L.,
C.W.M., S.R.L., and D.M.N. discussed results; A.P.F, Y.-C.L.,
and R.R.L. wrote the paper.

APPENDIX A: EXPERIMENTAL PARAMETERS

A total of three datasets were collected up to five months
apart to verify experimental findings. Table III summarizes
the parameters utilized for each of the three datasets. For all
experiments, one averaged CCD camera image of the signal
with all three laser beams present (INIR ON) and one aver-
aged image with the two NIR pulses absent (INIR OFF) were
recorded for each delay. Both images are constructed from
the same number of laser pulses per delay, which can be

calculated using the following equation:

pulses per delay = exposure time (s) × repetition rate (Hz)

× number of images, (A1)

where the repetition rate is 1000 Hz. The exposure time refers
to the length of time the CCD camera collects photons to
generate a single image, which is then averaged with other
images taken at the same delay to generate the averaged image
used for analysis. Values for the exposure time and the number
of images can be found in Table III. Several hours of stable
signal are required to complete each dataset. Note that backing
pressure refers to the pressure of CO2 gas measured in the
delivery lines before entering the vacuum chamber. All figures
shown in the manuscript originate from dataset 3.

APPENDIX B: FITTING RESULTS OF ADDITIONAL
DATASETS

Wave-mixing emission features at the energies of the Hen-
ning sharp n = 5–7 states observed in datasets 1 and 2 are fit
to a convolution of the instrumental response and an exponen-
tial decay using a least squares algorithm in Fig. 8. Similar
fits for dataset 3 are provided in Fig. 6 of the main text. The
results of performing this fitting procedure on all datasets are
summarized in Table IV. The reported decays represent the
mean and standard deviation of the fits of the three datasets.
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