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Vibronic structure of VO2 probed by slow photoelectron velocity-map
imaging spectroscopy
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We report high-resolution anion photoelectron spectra of vanadium dioxide (VO2
−) obtained by

slow electron velocity-map imaging of trapped and cryogenically cooled anions. Vibrationally re-
solved spectra are obtained for photodetachment to the first three neutral electronic states, giving an
electron affinity of 1.8357(5) eV for the X̃ 2A1 ground state and term energies of 0.1845(8) eV and
0.8130(5) eV for the Ã 2B1 and B̃ 2A1 excited states, respectively. The vibrational fundamentals ν1

and ν2 are obtained for all three states. Experimental assignments are confirmed by energies from
electronic structure calculations and Franck-Condon spectral simulations. These simulations support
assigning the anion ground state as the X̃ 3B1 state. With this assignment, photodetachment to the
B̃ 2A1 state involves a nominally forbidden two-electron transition, suggesting extensive configura-
tion interaction in neutral VO2. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4861667]

I. INTRODUCTION

Vanadium oxides are among the most versatile metal ox-
ide catalysts used in industry.1, 2 Supported vanadia catalysts
play a key role in the oxidative dehydrogenation of propane
and the oxidation of methanol, two processes of considerable
industrial importance.3, 4 In addition, bulk vanadium dioxide
undergoes an insulator-to-metal transition just above room
temperature that can also be driven by optical excitation; this
property has attracted great interest for sensor development
and electronic switching technology.5–7 These applications
have motivated experimental and theoretical efforts aimed at
understanding how the molecular-level properties of vana-
dium oxide catalysts govern their catalytic activity.8–10 In par-
ticular, as the reactivity of supported catalysts is known to
depend on the size of small catalyst particles,11, 12 there has
been a focus on the chemistry of gas-phase size-selected vana-
dium oxide clusters as model catalytic systems.13–16 We add
to this foundation by using high-resolution anion photoelec-
tron spectroscopy to unravel the complex vibronic structure
of triatomic VO2.

Numerous investigations of vanadium oxide clusters have
focused on their reactivity and structure. The products of
ionic vanadium oxide clusters with various possible reac-
tants have been characterized using tandem mass spectrom-
etry techniques.13, 17–19 Reactivity studies of gas-phase neu-
tral clusters have been performed with a flow reactor coupled
to a photoionization mass spectrometer.20–22 IR absorption
spectroscopy has also been used to determine the products
of VO2 with acetylene and hydrogen isolated in an inert gas
matrix.23, 24 These experiments have demonstrated a rich size-
and charge-dependent chemistry for isolated vanadium oxide
clusters.
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The reactivity studies have relied primarily on theoreti-
cal calculations for interpreting the mechanisms in terms of
the electronic and geometric changes through the course of a
reaction. Transition metal compounds, however, have proven
difficult to model correctly, owing to multiple low-lying iso-
mers, relatively few reliable experimental benchmarks, mul-
tireference character, and a large orbital active space.25, 26 A
very fruitful approach combining experiment and theory to
investigate the structure and reactivity of anionic and cationic
vanadium oxide clusters has been carried out by Asmis, Sauer,
and co-workers using various IR photodissociation (IRPD)
methods combined with ion cooling.14, 27 By comparing the
IR spectra with electronic structure calculations, they suc-
cessfully identified the structures of numerous anionic and
cationic vanadium oxide clusters. They also found that the
larger clusters often had polyhedral structures, a completely
different motif than that observed in bulk vanadium oxides.
Characteristic IR absorption bands were also associated with
particular structural moieties, aiding in the interpretation of
IR spectra of other vanadium oxide clusters.

Transition metal compounds often have complex elec-
tronic structure and numerous low-lying excited elec-
tronic states that can play an important role in reaction
mechanisms;28 vanadium oxide species are no exception. The
smallest vanadium oxide, the diatomic VO, has a well-studied
but complicated rovibronic structure, with at least 14 ex-
perimentally identified electronic states.29, 30 The next larger
molecular species is triatomic VO2. Ground-state properties
of neutral VO2 have been calculated by complete active space
self-consistent field (CASSCF) theory,31 several different im-
plementations of density functional theory (DFT),32–37 quan-
tum Monte Carlo, and coupled-cluster theory.38 The proper-
ties of the anions have also been investigated by many of
the same methods.32, 34, 37 Most calculations agree that VO2

and its anion have a bent C2ν structure, but different methods
obtain different electronic ground states. Calculations find
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neutral VO2 to have a 2A1 or 2B1 ground state,31–34, 38 while
the anion VO2

− has been calculated to have either a 3A1 or
3B1 ground state.32, 34, 37

A few spectroscopic studies have been performed on neu-
tral and anionic VO2. The first was an electron paramagnetic
spectroscopy study of VO2 isolated in a rare gas matrix.31

Analysis of the spectra confirmed a 2A1 ground state for neu-
tral VO2. IR spectroscopy of matrix-isolated VO2 has iden-
tified ν1 and ν3 vibrational fundamentals.34, 39 Anion photo-
electron (PE) spectra have been measured for VO2

−.40 The
electron affinity (EA) and excited state term energies of VO2

were determined, though there was minimal observation of
vibrational structure owing to the energy resolution of the
experiment (∼30 meV) and possible contributions from hot
bands. Partially resolved features near the assigned origin
transition, however, suggested the presence of photodetach-
ment from thermally populated low-lying excited anion states.
Although Asmis and co-workers have measured IRPD spec-
tra of various mass-selected vanadium oxide ionic clusters
including the cation VO2

+,41 they have not reported any IR
spectra of VO2

−.
In this work, we investigate the anion PE spectroscopy

of VO2 with enhanced ion cooling and resolution, using
slow electron velocity-map imaging (SEVI)42 combined with
a cryogenic ion trap.43 This method yields sub-meV en-
ergy resolution with minimal complications from the hot
bands that have complicated previous studies of metal ox-
ide clusters by photoelectron spectroscopy.44, 45 We observe
fully vibrationally resolved transitions from the anion ground
state to the first three electronic states of neutral VO2. As-
signments are confirmed with the aid of Franck-Condon
simulations and electronic structure calculations. The im-
proved resolution and ion cooling allows us to obtain accurate
vibrational frequencies, electron affinities, and term energies.
We also reassign bands observed in the previously reported
anion PE spectra40 to be consistent with our interpretation.

II. EXPERIMENTAL

The high-resolution SEVI anion photoelectron
spectroscopy apparatus has been described in detail
previously.42, 43, 46 A cryogenic ion trap ensures that the
ions of interest are cooled to their ground vibrational state,
regardless of the method of ion production. SEVI uses a
velocity-map imaging (VMI) electron spectrometer47 at low
extraction voltages to acquire photoelectron spectra at low
kinetic energies and thus at high resolution.

Vanadium oxide cluster anions were produced by laser
ablation of a solid vanadium target. A 2–10 mJ pulse of
532 nm light was focused onto the surface of a vanadium disc.
Helium gas from a pulsed valve quenched the plasma and en-
trained the resulting charged and neutral clusters. Trace oxy-
gen in the gas lines and residual oxide on the surface were
sufficient for the production of VO2

− anions. The gas expan-
sion and ion optics directed the anions through a RF hexapole
ion guide and quadrupole mass filter into a cryogenic octupole
ion trap held at 5 K. There, the ions were cooled by a 20:80

H2:He buffer gas mix for 40 ms to their ground vibrational
state and as cold as 10 K.43

After cooling in the ion trap, the ions were extracted into
a time-of-flight mass spectrometer. Upon reaching the VMI
interaction region, the VO2

− ion packets were photodetached
by the output of a Nd:YAG-pumped tunable dye laser. Pho-
toelectrons were collected and projected onto the detection
plane by the VMI electrostatic lens, and the resulting elec-
tron events were recorded by an imaging detector comprising
two microchannel plates coupled to a phosphor screen.48 The
radial and angular distributions were reconstructed from the
projected image by an inverse-Abel algorithm,49 with the axis
of cylindrical symmetry set by the laser polarization.

The radial distribution gives the electron velocity dis-
tribution and hence the electron kinetic energy (eKE) spec-
trum. The electron spectrometer was calibrated with the well-
characterized detachment transitions of O− and S−.50, 51 The
energy resolution is given by �eKE. The resolving power
eKE/�eKE is approximately constant, so the best resolu-
tion is obtained at smallest eKE. SEVI uses relatively low
extraction voltages on the VMI electrode stack, resulting in
an expanded view of the high-resolution, low-eKE portion
of a given photoelectron image. As the highest resolution is
achieved at the low-eKE portion of a given image, a com-
plete set of high-resolution spectra was acquired by tuning
the laser frequency in steps such that each transition of inter-
est had a corresponding high-resolution spectrum. Individual
scans were combined by taking the high-resolution portion
of each and scaling them to the appropriate low-resolution
overview spectrum, as threshold effects may distort peak in-
tensities at low eKE.52 Spectra are typically plotted as a func-
tion of the electron binding energy (eBE) given by eBE = hν

− eKE, as this quantity is intrinsic to the species of interest
and independent of the photon energy.

SEVI spectra of the atomic calibration systems can yield
peak widths as narrow as 1 cm−1,46 but no peaks narrower
than 10 cm−1 were seen in the VO2

− SEVI spectra. As was the
case in the spectra of the Group 4 dioxides,53 the peak widths
are wider than in previous cryo-cooled SEVI spectra54, 55 due
to larger rotational constants and thus wider unresolved rota-
tional structure.

The images also yield the photoelectron angular distribu-
tion (PAD). For one-photon detachment, the PAD is given by
the form,

dσ

d�
= σtot

4π

(
1 + β

(
3

2
cos2 θ − 1

2

))
, (1)

where θ is the angle of the ejected electron relative to the
polarization of the photodetachment laser. The anisotropy pa-
rameter β varies from −1 to 2, corresponding to the limits
where the electron distribution is aligned perpendicular and
parallel to the laser polarization.56, 57 As its value is not con-
stant but depends on eKE, which can vary by over an order
of magnitude across different high-resolution scans, numeri-
cal values are not listed.56, 58 However, for a given detachment
transition, β is often predominantly only positive or negative-
to-zero over a wide range of eKE. Peaks with β > 0.2 are
labeled with a “+” PAD while those with β < 0.2 have a “−”
PAD.
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FIG. 1. SEVI spectra of the photodetachment of VO2
− to the X̃ 2A1 and

Ã 2B1 neutral states. The upper blue trace is a low-resolution overview spec-
trum and the lower black traces are segments of high-resolution scans cover-
ing the range of the overview scan.

III. RESULTS

Photoelectron spectra of VO2
− are presented in Figs. 1

and 2, covering two different ranges of eBE. Lower-resolution
overview spectra are displayed on top (blue), taken at photon
energies of 19 226 cm−1 in Fig. 1 and 23 520 cm−1 in Fig. 2.
High-resolution SEVI spectra are spliced together underneath
(black), with photon energies chosen to maximize energy res-
olution for the transitions of interest in each scan.

The overview spectrum in Fig. 1 covers about 3000 cm−1.
It shows a series of approximately equally spaced peaks
X1–X6 and two considerably more intense peaks, A1 and A3.
The overall appearance of this band suggests that it includes
two electronically distinct photodetachment transitions. The
higher resolution spectra in Fig. 1 show the underlying vibra-
tional structure in more detail, and reveal that several of the
transitions in the overview spectrum consist of two or more
closely spaced peaks. Three vibrational progressions are evi-
dent. Two progressions have a characteristic peak spacing of
∼290 cm−1. Peaks X1–X4, X6, X8, and X10 comprise one
progression, and a second progression with similar spacing is
composed of peaks X5, X7, X9, X11, X12, and X13. The two
progressions are offset by ∼960 cm−1. Peak X14 lies another
952 cm−1 above peak X9. This structure is characteristic of
vibrational activity in only two modes in the neutral VO2 upon
photodetachment. Finally, peaks A1 and A3 are separated by
952 cm−1 and do not appear to be associated with the other
two progressions.

FIG. 2. SEVI spectra of the photodetachment of VO2
− to the B̃ 2A1 neutral

state. The upper blue trace is a low-resolution overview spectrum and the
lower black traces are segments of high-resolution scans covering the range
of the overview scan.

TABLE I. Peak positions (cm−1), shifts from respective origins (cm−1), and
vibronic assignments for the VO2

− SEVI spectra.

Peak eBE Offset Assignment Neutral state

X1 14 806 0 00
0 X̃ 2A1

X2 15 097 291 21
0 X̃ 2A1

X3 15 386 580 22
0 X̃ 2A1

X4 15 673 868 23
0 X̃ 2A1

X5 15 766 960 11
0 X̃ 2A1

X6 15 960 1154 24
0 X̃ 2A1

X7 16 055 1249 11
021

0 X̃ 2A1

X8 16 244 1438 25
0 X̃ 2A1

A1 16 294 0 00
0 Ã 2B1

X9 16 343 1537 11
022

0 X̃ 2A1

X10 16 524 1718 26
0 X̃ 2A1

A2 16 600 306 21
0 Ã 2B1

X11 16 629 1823 11
023

0 X̃ 2A1

X12 16 913 2107 11
024

0 X̃ 2A1

X13 17 194 2388 11
025

0 X̃ 2A1

A3 17 246 952 11
0 Ã 2B1

X14 17 295 2489 12
022

0 X̃ 2A1

B1 21 363 0 00
0 B̃ 2A1

B2 21 748 385 21
0 B̃ 2A1

B3 22 132 768 21
0 B̃ 2A1

B4 22 307 943 11
0 B̃ 2A1

B5 22 512 1149 23
0 B̃ 2A1

B6 22 690 1326 11
021

0 B̃ 2A1

B7 22 893 1529 24
0 B̃ 2A1

B8 23 071 1707 11
022

0 B̃ 2A1

B9 23 243 1879 12
0 B̃ 2A1

B10 23 450 2087 11
023

0 B̃ 2A1

The vibrational structure of the band within Fig. 2 is
also indicative of vibrational activity in two modes upon
photodetachment. Peaks B1–B3, B5, and B7 are spaced by
∼380 cm−1, as are peaks B4, B6, B8, and B10. The two pro-
gressions, in turn, are offset by ∼940 cm−1. The last peak B9
is offset from the origin B1 by 1879 cm−1, twice the spacing
between the two progressions. All observed transitions in all
three bands have a PAD with positive β.

Peak positions and assignments are summarized in
Table I. The peaks are wider than the instrumental resolution
owing to unresolved rotational structure. Due to the uncer-
tainty in the nature of this unresolved structure, errors in peak
positions are given by ±σ of a Gaussian fit to a given vibronic
transition, typically 4–6 cm−1 in this experiment.

IV. CALCULATIONS

Although metal oxide systems are often formally con-
sidered ionic, covalent molecular orbital theory has proven
a useful framework for understanding the electronic structure
of the 3d transition metal monoxides,29 and is used here as
a starting point for elucidating the relevant electronic states
of neutral and anionic VO2. The ground state configuration
of atomic V is 4s23d3. In VO2 and VO2

−, the formal oxida-
tion state of the vanadium atom is +4 and +3, leaving one
and two metal-centered valence electrons in the neutral and
anion, respectively. The frontier orbitals to consider are the
vanadium 3d and 4s orbitals interacting with the oxygen 2p
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FIG. 3. Schematic orbital level diagram from the atomic vanadium (left)
to the linear D∞h VO2 (center) to bent C2ν (right). As the diagram is only
schematic, orbital energies are not to scale. Molecular orbitals are from the
natural orbitals from the CASSCF calculation described in Sec. IV.

orbitals. In the covalent limit, the vanadium orbital energies
are taken from the ionization potentials of the neutral vana-
dium atom instead of the ionic metal as in crystal field theory,
resulting in 3d orbitals starting slightly higher in energy than
the 4s orbital.59 In linear VO2, the 3d orbitals are split into a
nonbonding δg orbital and higher-lying πg and σ g orbitals, as
illustrated in Fig. 3. The lowering of symmetry to C2ν lifts the
3d orbital degeneracy further. The 1δg orbital is split into the
4b1 and 11a1 orbitals, and the 2πg orbital becomes the 1a2

and 7b2 orbitals. The 3d 11a1 orbital now has the same sym-
metry as the energetically close 4s 10a1 orbital, and the a1

levels repel each other as illustrated in Fig. 3. Here we use the
Mulliken convention,60 in which a b1 orbital is antisymmetric
with respect to reflection in the plane of the molecule while a
b2 orbital is symmetric.

With this background, we can now make predictions for
the anion and neutral electronic states of VO2. The three
lowest-lying neutral states correspond to the lone unpaired
electron in the d1 neutral occupying the 10a1, 4b1, or 11a1

orbitals, resulting in term symbols of 2A1, 2B1, and 2A1, re-
spectively. Similarly, the anion has an electron count of d2,
and three likely electron configurations for the ground state,
. . . (10a1)2, . . . (10a1)(4b1), and . . . (10a1)(11a1), correspond-
ing to 1A1, 3B1, and 3A1 term symbols, respectively.

Previous theoretical studies of vanadium oxide clusters
have used the BPW9161, 62 and B3LYP63 density function-
als to obtain geometries, electronic states, and vibrational
frequencies. B3LYP was successfully used in comparison
with experimental IRPD results of various vanadium oxide
clusters.14, 27, 64 Although not compared directly with experi-
ments on larger clusters, BPW91 has given similar predictions
as B3LYP for the structures of clusters.33, 64, 65 Many different
density functional methods have been compared for applica-
bility in transition metal and metal oxide systems.25 No clear
consensus has been made on the relative merits of different

TABLE II. Calculated geometries, vibrational frequencies, and relative en-
ergies of the lowest-lying anion and neutral VO2 states at BPW91/LANL2TZ
and B3LYP/LANL2TZ.

Anion Neutral

X̃ 3B1 Ã 3A1 ã 1A1 X̃ 2A1 Ã 2B1 B̃ 2A1

BPW91
R (Å) 1.664 1.666 1.636 1.622 1.629 1.614
θ (deg) 119.6 121.8 108.4 110.8 119.4 113.2
ν1 (cm−1) 895 894 959 984 969 981
ν2 (cm−1) 278 281 354 315 304 382
ν3 (cm−1) 910 909 946 973 980 1001
EA (eV) 1.79
T0 (eV) 0.07 0.51 0.23 0.95

B3LYP
R (Å) 1.660 1.662 1.628 1.617 1.619
θ (deg) 123.4 125.1 109.8 115.8 121.5
ν1 (cm−1) 913 916 983 1018 1011
ν2 (cm−1) 274 278 349 268 305
ν3 (cm−1) 935 936 975 999 1015
EA (eV) 2.09
T0 (eV) 0.04 0.71 0.10

functionals, although it is believed that pure density function-
als like BPW91 are more reliable for multireference systems
than B3LYP, which includes some Hartree-Fock exchange.

To improve confidence in the theoretical results, both the
B3LYP and BPW91 functionals are used to calculate the an-
ion and neutral VO2 energies, geometries, and vibrational fre-
quencies. The triple-zeta LANL2TZ basis set combined with
the Hay and Wadt effective core potentials are used for the
vanadium atom, while the 6-311+G* basis set is used for
the oxygen atoms.66, 67 The first two excited states are cal-
culated with the maximum overlap method (MOM),68 or with
the ground state method if the excited states have different
spin multiplicities. All density functional calculations were
performed with Q-Chem 4.0,69 and results are summarized in
Table II.

As predicted by the simple molecular orbital model, the
lowest states of the anion are the 1A1, 3B1, and 3A1 states.
Both density functionals predict an adiabatic energy differ-
ence between the two triplets less than 75 meV (2 kcal/mol).
Although both methods give the 3B1 state as the ground state,
given the accuracy of DFT for challenging transition metal
species, either triplet could be the ground state,25 especially
since two previous calculations using B3LYP and only vary-
ing the basis set found either the 3A1 or 3B1 state to be the
ground state.34, 37 The singlet, however, is calculated to lie at
least 0.5 eV above the ground state.32 It is unlikely to be pop-
ulated in this experiment and will not be considered further.

The lowest calculated states of the neutral VO2 are 2A1

and 2B1 states, consistent with the MO ordering in Fig. 3.
Calculations with either functional find that the 2B1 state lies
above the 2A1 state, by 0.23 eV using BPW91 and 0.10 eV
using B3LYP. The next excited state with the BPW91 func-
tional is another 2A1 state. However, that same state calcu-
lated by B3LYP undergoes root flipping and converges to the
ground state. The consistency of ordering for all other states,
however, suggests that the second excited state is a 2A1 state.



034307-5 Kim, Weichman, and Neumark J. Chem. Phys. 140, 034307 (2014)

Multireference ab initio calculations can provide insight
into interactions between close-lying electronic states of the
same symmetry found by DFT, an issue of interest discussed
in Sec. V C. Although a proper accounting of dynamical elec-
tron correlation with multireference methods is beyond the
scope of this paper, complete active-space self-consistent field
theory (CASSCF) can be used to account for static correlation
effects. Due to the lack of dynamical correlation, CASSCF
calculations are only used to aid in interpretation of states ob-
tained by DFT. For the neutral VO2, the active space was 13
electrons in 12 orbitals, comprising the 3d and 4s vanadium
orbitals along with the 2p oxygen orbitals. The basis sets and
effective core potential were the same as used in the DFT cal-
culations. CASSCF calculations were performed with Molpro
2010.1.70

To aid in the assignment of the photodetachment tran-
sitions, particularly the identification of the anion ground
state, Franck-Condon (FC) simulations are calculated from
the two triplet anion states to the three neutral states. BPW91
and B3LYP give qualitatively similar geometry changes upon
electron detachment, thus the calculated FC spectra should
be similar with the results from either method. Since B3LYP
fails to give a stable solution for the excited 2A1 state, the
BPW91/LANL2TZ geometries, normal modes, and vibra-
tional frequencies are used for an internally consistent set
of FC simulations. FC simulations are generated using the
ezSpectrum program,71 which calculates FC intensities in the
harmonic oscillator approximation but with full Duschinsky
mixing of the normal modes.72

V. DISCUSSION

A. Assignments

Assignments are made based on peak positions and inten-
sities; the PADs for all peaks are insufficiently distinguishable
to differentiate between electronic states. The vibrational pro-
gressions in Figs. 1 and 2 are characteristic of three electron-
ically distinct photodetachment transitions, each with two ac-
tive vibrational modes. Though photodetachment transitions
of multiple isomers have been observed in PE spectra of other
metal dioxide anions,73 previous calculations suggest that the
other likely isomers, which have a peroxo or superoxo moi-
ety, would have an EA of 1 eV or less.32 No photodetachment
signal was observed at those low binding energies, and thus
all bands are attributed to the VO2

− dioxo isomer. Ion trap-
ping and cooling should ensure that the anion is in the ground
electronic and vibrational state, so it is reasonable to assign
the three bands to photodetachment from the anion ground
state to the first three electronic states of neutral VO2, an as-
sumption tested in the following discussion. For a C2ν bent
triatomic, the ν1 VO symmetric stretch and the ν2 OVO bend
are totally symmetric and expected to be the two active modes
within the FC approximation.

Peak X1 is assigned the vibrational origin of the X̃ 2A1

ground state, as no structure is visible at lower binding en-
ergies. Furthermore, the EA is calculated to be 1.79 eV by
the BPW91 functional, in good agreement with the eBE of
peak X1 at 1.8357(5) eV. The first progression of ∼290 cm−1

consists of peaks X1-X4, X6, X8, and X10. The calculated
frequency of the bending mode in the neutral ground state
lies within 30 cm−1 of this spacing (Table II), so this set of
peaks is assigned to the 2n

0 (n = 0–6) progression. Offset by
960 cm−1 from this progression is the series of peaks X5, X7,
X9, X11, X12, and X13, with almost identical spacing within
this series. The calculated symmetric stretch frequency is
984 cm−1 for the X̃ 2A1 state, so this second series of peaks
is assigned to the 11

02n
0 (n = 0–5) progression. Peak X14 lies

952 cm−1 above the 11
022

0 transition and, accounting for anhar-
monicity and its weak intensity, is assigned to the 12

022
0 transi-

tion.
Neither the positions nor intensities of peaks A1, A2,

and A3 can be fit assuming they are transitions to the X̃ 2A1

ground state. They are assigned as photodetachment to the
Ã 2B1 state of VO2, with A1 as the vibrational origin. The ex-
perimental term energy is 0.1845(8) eV, a good match with
the calculated value of 0.23 eV by BPW91. Peaks A2 and A3
are offset by 306 cm−1 and 952 cm−1 from A1, respectively.
These values are in close agreement with the calculated fre-
quencies for the ν2 and ν1 modes of the Ã 2B1 state, so these
peaks are assigned as the 21

0 and 11
0 transitions, respectively.

The experimental resolution is high enough to show clearly
that the two vibrational frequencies extracted from peaks A1–
A3 are close to but different from the experimental frequen-
cies of the X̃ 2A1 state. Hence, these peaks are clearly from
transitions to a different neutral state, rather than transitions
to the same neutral state from a different anion state. This
observation is significant given the presence of two nearly de-
generate 3B1 and 3A1 triplet states of the anions.

As mentioned earlier, the observed vibrational struc-
ture in the highest-eBE band comprises two progressions of
∼380 cm−1 offset by ∼940 cm−1. Just as in the X̃ 2A1 bands,
these are assigned to the 2n

0 (n = 0–4) and 11
02n

0 (n = 0–3)
vibrational progressions. The origin of this band, B1, has an
eBE of 21 363 cm−1, giving a term energy of 0.8130(5) eV.
This value is reasonably close to that calculated for the B̃ 2A1

state, 0.95 eV. Moreover, while the calculated and experimen-
tal ν1 frequencies for the X̃, Ã, and B̃ states are very similar,
the calculated ν2 frequency of the B̃ 2A1 state is 70–80 cm−1

higher than those of the other two neutral states, in agreement
with the observed bend frequency. This band is thus assigned
as photodetachment to the B̃ 2A1 state. The remaining peak
B9 is further offset from B4, the 11

0 transition, by 936 cm−1,
and is assigned by extrapolation to the 12

0 transition.
The assigned EAs, adiabatic term energies, and vi-

brational frequencies are summarized in Table III. As
the extended 2n

0 progressions exhibit noticeable anhar-
monicity, the vibrational frequencies reported are the

TABLE III. Experimental vibrational fundamentals and electronic state en-
ergies for VO2.

X̃ 2A1 Ã 2B1 B̃ 2A1

ν1 (cm−1) 960(3) 952(6) 943(5)
ν2 (cm−1) 291(2) 306(6) 385(4)
EA (eV) 1.8357(5)
T0 (eV) 0.1845(8) 0.8130(5)
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FIG. 4. Calculated FC intensities for the transitions from the lowest two anion electronic states to the three lowest neutral electronic states of VO2. Panels (a),
(b), and (c) are the calculated spectra for the transitions from the 3B1 anion to the X̃ 2A1, Ã 2B1, and B̃ 2A1 states, respectively. Panels (d), (e), and (f) are the
calculated spectra to the same three neutral states from the 3A1 anion state.

fundamentals. By fitting the X̃ 2A1 and B̃ 2A1 2n
0 progres-

sions to a Morse potential, we also obtain ω2 = 292(2) cm−1

and χ22 = −0.9(4) cm−1 for the X̃ 2A1 state, as well as ω2

= 386(4) cm−1 and χ22 = −0.9(1.3) cm−1 for the B̃ 2A1 state.
Note that the relative energy ordering of the neutral states is
clearly established by both experimental assignments and cal-
culations, but neither can definitively establish the anion state.

B. Franck-Condon simulations

FC simulated spectra further confirm the assignments of
the neutral states. Moreover, they can aid in identifying the
anion state from which photodetachment occurs. The FC pro-
files for a given band should differ depending on the initial
and final states, and the calculated bands from the two likely
anion states can be compared to the experimental results to
validate detachment from one of the two states to the three
neutral states. The calculated bond lengths for the 3B1 and
3A1 states of VO2

− in Table II are very similar, but the calcu-
lated bond angles differ by 2.2◦. The calculated bond lengths
and angles are slightly smaller for all three neutral states com-
pared to the two anion states, but the change in bond angle for
photodetachment to the Ã 2B1 state is less than for photode-
tachment to the other two states, particularly when starting
from the anion 3B1 state. Simply on the basis of these geom-
etry changes, we would expect all three bands to show some
FC activity in the ν1 and ν2 modes, but with less ν2 activity
in the Ã 2B1 band.

Stick spectra of calculated FC intensities are displayed
in Fig. 4, showing simulated detachment spectra from the
two triplet anion states to all three neutral states. All geome-
tries, vibrational frequencies, and normal mode coordinates
are those calculated at the BPW91/LANL2TZ level, with no
fitting to match experimental results. The horizontal scale is
the internal energy within a given electronic state, thus all vi-
brational origins are set to zero energy. The three different
bands have characteristic FC profiles, regardless of the choice
of anion state. The Ã 2B1 simulated bands are the most dis-
tinct. They are dominated by the vibrational origin and show
similar activity in the ν1 mode. Considerably less activity is
seen in the ν2 mode, particularly in the simulation originat-
ing from the anion 3B1 state (Fig. 4(b)). The X̃ 2A1 and B̃ 2A1

simulations each show significant activity in the ν1 and ν2

modes, as predicted. The ν2 mode is considerably more active
than the ν1 modes the in the X̃ 2A1 band, while both modes
contribute more equally to the B̃ 2A1 band. These trends hold
regardless of anion state, but in general more ν2 activity is
seen from the 3A1 state.

The FC profiles support the choice of the 3B1 state as the
anion ground state. In the X̃ band, the experimental 2n

0 pro-
gression peaks in intensity at n = 2. The most intense transi-
tion in the simulated X̃ 2A1 ← 3B1 band is also the 22

0 tran-
sition, while that in the X̃ 2A1 ← 3A1 simulation is the 23

0
transition. In the Ã band, the experimental spectra show little
activity in the ν2 mode, with the intensity of the 21

0 transition
(peak A2) at less than 10% that of the origin. This is consistent
with the simulated Ã 2B1 ← 3B1 band, while the calculated
Ã 2B1 ← 3A1 band has a relative intensity of 20% for the 21

0
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transition. Finally, the most intense peak in the B̃ band is the
vibrational origin, but the simulations predict the 21

0 and 22
0

transitions to be the most intense peaks for detachment from
the 3B1 and 3A1 anion, respectively. Although the B3LYP cal-
culations had no stable solution for the B̃ 2A1 state, analogous
FC simulations for the first two neutral states have similar re-
sults, with more simulated FC activity in the ν2 mode from the
3A1 state relative to experiment. Overall, the ν2 FC progres-
sions for all three bands are better described by detachment
from the 3B1 state than the 3A1 state, with the simulated spec-
tra originating from the 3A1 state consistently overpredicting
the extent of FC activity in the ν2 mode. The origin of this
trend is clear from Table III, which shows a smaller change in
bond angle upon detachment from the 3B1 state to each of the
three neutral states.

We therefore assign the 3B1 state as the anion ground
state and henceforth refer to it as the X̃3B1 state. Even though
the two anion states are calculated to be very close in energy,
there is no evidence for detachment from two anion states in
our experiment, such as the observation of two bands in which
the vibrational frequencies are identical. The combination of
molecular beam expansion and ion trapping with cooling thus
appears to have brought all the VO2

− anions into their ground
vibronic state.

C. Satellite bands

Regardless of the choice of starting anion state, one of
the three photodetachment transitions seen here is forbid-
den in the one-electron approximation. Fig. 5 summarizes the
situation. The left side shows the transitions from the 3B1

anion state while the right side shows those from the 3A1

state. If the anion is the 3B1 state with the . . . (10a1)1(4b1)1

electron configuration, accessing the B̃ 2A1 state would re-
quire a forbidden two-electron (10a1)−1(4b1)−1(11a1)1 de-

FIG. 5. Energy level diagram illustrating the transitions forbidden by the
one-electron approximation. Solid arrows depict allowed one-electron de-
tachment transitions, while dashed arrows are forbidden two-electron detach-
ment transitions. The left side shows detachment from the 3B1 anion state,
and the right side shows detachment from the 3A1 state. Energies are to scale
with those from the BPW91/LANL2TZ calculations.

tachment transition. Similarly, if the anion is in the 3A1 state
with the . . . (10a1)1(11a1)1 configuration, photodetachment
to the Ã 2B1 state would require a (10a1)−1(11a1)−1(4b1)1

transition.
Although such satellite bands are nominally forbid-

den, they have been observed in photoionization experi-
ments, primarily in core-level ionization but also in valence
ionization.74–76 Fewer such instances have been reported in
anion photodetachment experiments, but two-electron tran-
sitions have been assigned in the anion PE spectra of Cu−,
ScO−, and FeO−.77–79 These two-electron transitions have
been attributed to configuration interaction in the product
species between the allowed state and the forbidden state.
Two-electron transitions can borrow intensity from allowed
one-electron transitions of the same symmetry. Thus, if the
B̃ 2A1 band is forbidden, it can borrow intensity from the
nearby X̃ 2A1 state, while if the Ã 2B1 band is forbidden,
it can be seen only by borrowing intensity from a higher-
lying allowed 2B1 state with an electron configuration of
. . . (3b1)1(10a1)1(11a1)1, accessible from the 3A1 state by
a (3b1)−1 transition. Calculations at the BPW91/LANL2TZ
level suggest that such a state lies 2.9 eV higher in energy than
the Ã 2B1 state. The considerably larger energy gap between
the two 2B1 states compared to the two 2A1 states suggests
that configuration interaction mixing is likely to be much less
significant for the 2B1 states.

Multireference calculations also support the existence
of significant configuration interaction between the two 2A1

states and less between the two 2B1 states. Using the method
outlined in Sec. IV, we calculated the state-averaged CASSCF
configurations for the lowest-two 2A1 and 2B1 states. The
lower 2B1 state is dominated by a single configuration, the ex-
pected . . . (4b1)1 configuration, with a coefficient of 0.88, or a
weight of 77%. The second 2B1 state has a coefficient of 0.70
of the expected . . . (3b1)1(10a1)1(11a1)1 configuration corre-
sponding to detachment from the lowest occupied b1 orbital,
but it has an insignificant contribution from the . . . (4b1)1 con-
figuration. In contrast, the lowest two 2A1 states are heavily
mixed. Both states are primarily composed of the . . . (10a1)1

and . . . (11a1)1 configurations, with the lower state having co-
efficients of −0.67 and 0.53 and the higher state with coef-
ficients of 0.47 and 0.80, respectively. CASSCF calculations
suggest considerable mixing between the two 2A1 states and
minimal mixing between the two 2B1 states, and hence the
B̃ 2A1 band is more likely to be the satellite band than the
Ã 2B1 band. These considerations further support our assign-
ment of the X̃ 3B1 state as the anion ground state.

D. Comparison with prior reports

Previous experiments focusing on the VO2 neutral
ground state include EPR and IR spectroscopy of matrix-
isolated VO2. Detailed analysis of the EPR spectra of VO2

in a neon matrix confirmed that the ground state is a 2A1

state, in agreement with our theoretical and experimental
assignments.31 The IR spectra of VO2 in an argon matrix
yielded frequencies of 946.3 cm−1 and 935.9 cm−1 for the ν1

and ν3 vibrational fundamentals, respectively.34 The ν3 mode
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is not active in photodetachment, but the value of the ν1 fun-
damental is less than 1.5% off from our value of 960(3) cm−1.
Though this is a relatively large deviation, it is not uncommon
for matrix-perturbed values compared to gas-phase values.80

IR spectroscopy in a less-perturbing neon matrix, however,
gave 958.0 cm−1 for the ν1 vibrational fundamental, in al-
most exact agreement with our value.39 Gas-phase vibrational
frequencies of ground state VO2 have also been obtained by
a combination photoionization/photofragmentation study.81

The 10
1 and 20

1 hot bands of an absorption feature were ob-
served, yielding frequencies of 993.0 cm−1 and 296.0 cm−1

for the ν1 and ν2 fundamentals, respectively. These values
are beyond the error bounds for our corresponding values of
960(3) cm−1 and 291(2) cm−1, respectively.

The PE spectrum of the VO2
− anion reported by Wu

and Wang also showed detachment to the three neutral states
as well as higher excited states, but at lower resolution and
higher ion temperatures.40 They observed three bands with
onsets at ∼15 000 cm−1, 16 370(80) cm−1, and 21 000(800)
cm−1. Within the reported error, these correspond to the re-
ported onsets for the X̃ 2A1, Ã 2B1, and B̃ 2A1 bands in this
work. However, the intensity of the first band seemed to have
some dependence on ion source conditions and was attributed
to detachment from an electronically excited anion state. Con-
sequently, the band that we assign to the Ã 2B1 state was
assigned as the transition to the neutral ground state in that
work, and the EA was correspondingly assigned to the on-
set of that band, 2.03(1) eV. Similarly, the B̃ 2A1 band in this
work was assigned as the Ã 2B1 band, with a term energy of
0.6 eV.

The combination of high-resolution spectra with ion
cooling compared with calculated energetics and FC simu-
lations allows us to say with confidence that peak X1 repre-
sents the vibrational origin of the ground electronic state and
thus that the EA is 1.8357(5) eV. The dependence of the first
band on source conditions in the earlier PE experiment is pos-
sibly due to overlap with a lower-lying band with an onset at
13 900(200) cm−1. This band was also attributed to an excited
anion state, and may be from detachment from the Ã 3A1 an-
ion. Given that our calculated FC profile for that transition
is ∼3000 cm−1 wide, that band may overlap with that of the
ground state band and could have caused the apparent depen-
dence on ion source conditions.

In the earlier PE spectrum, vibrational frequencies were
only obtained for the Ã 2B1 band, which exhibited a short
progression of 970(40) cm−1. This spacing was originally as-
signed as the ν1 frequency of the X̃ 2A1 state, but is consistent
with the ν1 frequency of the Ã 2B1 state in our work.

VI. CONCLUSION

High-resolution photoelectron spectra, obtained by a
combination of cryogenic ion cooling and SEVI spectroscopy,
are obtained of the vanadium dioxide anion. The improved
resolution and low ion temperature allows for an accurate de-
termination of the VO2 electron affinity and the term energies
of its lowest two excited states. The ν1 and ν2 vibrational fre-
quencies are also obtained for all three neutral VO2 states.
The calculated energetics, FC profiles, and observed satellite

peaks all suggest that the anion ground state is the X̃ 3B1 state
and not the energetically close Ã 3A1 state.

Even relatively simple d1 and d2 transition metal systems,
such as neutral and anion VO2, can have several low-lying
electronic states, and disentangling them from each other re-
quires careful use of a high-resolution technique like SEVI.
Understanding the vibronic structure of model systems of
catalytic active sites is not a straightforward task. Theoreti-
cal methods are still being developed to bring the accuracy
of transition metal computational chemistry to the level that
has been accomplished for main group chemistry. Relatively
few experimental spectroscopic techniques are available for
studying the vibronic structure of size-selected clusters, and
new approaches like cryo-cooled SEVI show promise for elu-
cidating the vibronic structure of more complex systems than
studied in detail before.
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