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I. INTRODUCTION 

A primary objective of experimental and theoretical investigations in 
chemical physics has been to gain a detailed understanding of the transition 
state region in a chemical reaction. The transition state region is the region 
of the reactive potential energy surface where chemical change occurs, 
and studies which probe this region offer the promise of qualitative im- 
provements in our understanding of the microscopic forces that govern 
the course of a chemical reaction. Although much of the effort in this 
area has concentrated on the extraction of properties of the transition 
state region through scattering experiments, a parallel and considerably 
smaller effort has focused on the development of spectroscopic methods 
which can be applied directly to the transition state. These “transition 
state spectroscopy” experiments are complicated by the short-lived nature 
of the transition state (10-’5-10-’2 sec). In addition, the transition state 
region must be accessed in a sufficiently well-defined manner so that one 
can observe meaningful structure associated with the transition state. 

A number of frequency and time-resolved techniques have been applied 
to the transition state in recent years. These have been admirably reviewed 
by Brooks’ and Zewail.’ Zewail and c o - ~ o r k e r s ~ . ~  have carried out a 
particularly noteworthy set of experiments in which chemical reactions 
and photodissociation are monitored in real time using femtosecond lasers. 
This chapter focusses on a complementary type of transition state spectro- 
scopy experiment performed in our laboratory in which photodetachment 
of a stable negative ion is used to probe the transition state region in 
bimolecular chemical reactions. 

The principle behind photodetachment-based transition state spectro- 
scopy is that if the geometry of a stable anion is similar to that of the 
neutral transition state, then one can photodetach the anion and prepare 
the unstable transition state complex in a well-defined manner. The idea 
of using photodetachment to create an unstable neutral species has been 
in the literature for some time. In 1968 Golub and Steiner’ reported the 
total photodetachment cross section of the anion OH-(H,O); the resulting 
OH.H20 complex dissociates rapidly. More recently, Brauman and co- 
workers6 measured total cross sections for the photodetachment of a series 
of anions ROHF- in which the neutral ROHF complex dissociates to 
HF + RO. 

To obtain more detailed information on the dissociating neutral com- 
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plex, one can use techniques such as negative ion photoelectron spectro- 
scopy',' and threshold photodetachment ~pectroscopy.~ These methods 
can yield vibrational structure associated with the transition state even if 
dissociation occurs in as little as 10- l4  sec. These techniques can be applied 
to unimolecular decomposition, as in the photoelectron spectrum of 
HCO-obtained by Lineberger and co-workers," which shows resolved 
transitions to vibrationally excited levels of HCO which lie up to 4000 cm-' 
above the H + CO dissociation limit. One can also study unimolecular 
isomerization, as in Lineberger's photoelectron spectrum of the vinylidene 
anion C2H;. Although the neutral vinylidene radical rapidly isomerizes 
to acetylene, vibrational features attributed to  the vinylidene structure are 
observed in the spectrum. 

During the last few years, we have applied photodetachment spectro- 
scopy to the study of transition states in bimolecular chemical reactions. 
We have studied several hydrogen transfer reactions A + HB + H A  + B, 
where A and B are atomic or polyatomic species, via photodetachment 
of the stable anion AHB-.12 In many cases, the AHB- anion is strongly 
hydrogen-bonded with a dissociation energy of -1 eV or higher, and its 
overall size and geometry are such that one obtains good overlap with the 
neutral transition state region upon photodetachment. One then obtains 
resolved vibrational progressions which reveal the spectroscopy and disso- 
ciation dynamics of the neutral AHB complex, and from this one can 
learn about the features of the A + HB potential energy surface near the 
transition state. 

One of the primary motivations for conducting these studies was that 
they appeared to hold high promise for experimentally observing reactive 
resonances. In the early 1970% quantum mechanical scattering calculations 
on model collinear potential energy surfaces for the H + Hz reaction by 
Truhlar and K~ppermann '~  and Wu and Levine14 revealed pronounced 
oscillatory structure in the reaction probability as a function of transla- 
tional energy. This structure was attributedL5 to reactive resonances which 
occur because of quasi-bound states with high probability density in the 
transition state region. In the following years, resonances were found in 
collinear scattering calculations for the F + H2 reaction. l6-I9 Especially 
sharp resonance structure due to long-lived states of the collision complex 
was predicted in calculations by Pollak2' and Bondi et al." for heavy + 
light-heavy reactions such as CI + HCI or I + HI. This is the mass combi- 
nation relevant to most of the experiments performed in our laboratory. 

Clearly, the experimental observation of resonances would be an impor- 
tant step in understanding the vibrational structure of the transition state.22 
However, while resonances have been shown to exist in scattering calcu- 
lations on three-dimensional (rather than collinear) potential energy sur- 
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faces,23 their experimental detection in a scattering experiment is com- 
plicated by the contribution of many partial waves to the total reaction 
cross-section. This has been to cause substantial blurring of 
resonances in total cross-section measurements, such as those recently 
performed on the H + H2 reaction.26 Differential cross-section measure- 
ments on the F + H2 reaction2’ show evidence for reactive resonances, 
but the ultimate interpretation of these results requires a more accurate 
potential energy surface than is currently available. 

The photodetachment experiment offers an excellent opportunity for 
the observation of reactive resonances. Long-lived quasi-bound states on 
the A + HB potential energy surface should appear as sharp structure in 
the AHB- photoelectron spectrum, provided these quasi-bound states 
have good Franck-Condon overlap with the anion. In our experiments, 
the anions are produced in a free-jet expansion which should result in 
substantial rotational cooling. This means that, subsequent to photodet- 
achment, the total angular momentum available to the reaction is much 
more restricted than in a reactive scattering study of the same system. 
Resonances should therefore be more pronounced in the photodetachment 
experiment. The results and analysis presented below will show that reson- 
ances are responsible for some, but not all, of the structure seen in the 
AHB- photodetachment spectra. 

The organization of this chapter is as follows. In Section I1 the experi- 
mental methods used in this work are described. Section I11 presents a 
general discussion of the theoretical methods useful in analyzing these 
spectra. Section IV covers the symmetric Br + HBr and I + HI reactions, 
which are studied by photodetaching the bihalide anions BrHBr- and 
IHI- . Finally, several asymmetric hydrogen exchange reactions are dis- 
cussed in Section V. 

11. EXPERIMENTAL METHODS 

The spectra shown below were obtained using two negative ion photo- 
detachment methods: “fixed-frequency’’ photoelectron spectroscopy and 
threshold photodetachment spectroscopy. Both experiments involve the 
generation of an internally cold, mass-selected negative ion beam, but 
different photodetachment and electron detection schemes are employed. 
The two instruments are described briefly in this section; more detailed 
descriptions may be found 

Figure 1 illustrates the principles behind the two techniques. In photo- 
electron spectroscopy (Fig. la), the negative ions are photodetached with 
a fixed-frequency laser and the kinetic energy distribution of the ejected 
photoelectrons is measured. All energetically accessible levels of the neu- 
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a) ’fixed-frequency ’ photoelectron spectroscopy 
(8 meV resolution) 

h v  ]* A + c -  

A ‘  

b) threshold photodetachment spectroscopy (0.4 meV) 

4 

A- 

Figure 1. Energy levels and laser excitation scheme for (a) photoelectron spectroscopy 
and ( b )  threshold photodetachment spectroscopy. 

tral are populated according to their Franck-Condon overlap with the 
initial state of the anion. For a single photodetachment event, the electron 
kinetic energy (eKE) is given by 

(1) eKE = hv - EL-’ - Eio’ + EI-’ 

Here hv is the photon energy and EL-) is the energy difference between 
the anion and neutral ground states. In the case of IHI- photodetachment, 
where the IHI complex is unstable with respect to dissociation, EL-’ is 
the energy required to remove an electron from the ground state of IHI- 
to form I + HI(u = 0). Ei-’  and Eio’ are the internal energies of the anion 
and neutral, respectively. For IHI- photodetachment, E?’ is measured 
relative to I + HI(u = 0). 

Thus, the electron kinetic energy distribution exhibits peaks resulting 
from transitions between ion and neutral energy levels. In nearly all 
cases, the energy resolution of photoelectron spectroscopy is insufficient to 
discern rotational structure and one only learns about vibrational energy 
levels of the neutral and (occasionally) the anion. In our spectrometer, 
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for example, the energy resolution of our time-of-flight analyzer is 8 meV 
at eKE = 0.65 eV and degrades at higher electron kinetic energies as 
(eKE)3'2. This is the instrumental resolution function used in the simula- 
tions of Sections IV and V. 

Figure 2 shows a schematic of the negative ion photoelectron spec- 
trometer used in these studies.28 A similar instrument is described by 
Posey et al.29 Because many of the AHB- anions of interest have high 
electron binding energies (3.80eV for IHI-, 4.27eV for BrHBr-), a 
pulsed UV laser is the most appropriate photodetachment light source, 
and the entire instrument is based on pulsed technology. An excellent 
review of pulsed methods in ion spectroscopy is provided by Johnson and 
Lit~eberger,~' and several components of our instruments are described in 
more detail therein. 

In the photoelectron spectrometer, negative ions are generated by ex- 
panding a mixture of neutral gases through a pulsed molecular beam valve 
(1) and crossing the molecular beam with a 1-keV electron beam (2) 
just outside the valve orifice. The fast electrons produce relatively slow 
secondary electrons by ionization. These slow electrons, which rapidly 
thermalize due to the high gas density in front of the beam valve, efficiently 
produce negative ions through low-energy attachment processes. To make 
BrHBr-, for example, a 5% HBr/Ar mixture is used. The likely mechan- 

111 0 x 
I$ - 

4 

im5 
17 

Figure 2. Schematic diagram of time-of-flight photoelectron spectrometer. Salient fea- 
tures are described in text (Ref. 28). 
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ism is formation of Br- via dissociative attachment to HBr, and formation 
of BrHBr- via three-body clustering reactions: 

Br- + HBr + M + BrHBr- + M (2) 

The ions are formed in the continuum flow region of the supersonic 
expansion and cool internally as the expansion progresses. 

A time-of-flight mass spectrometer of the Wiley-Maclaren design31 is 
used to select the mass of the ion of interest. A small volume of negative 
ions is extracted at 90" from the molecular beam by applying a negative 
pulse to the electrode (3). The ions then pass through a l-kV potential 
drop. As they traverse the 140-cm drift region (4), the ions separate into 
bunches according to mass. The photodetachment laser pulse is timed so 
that it crosses the ion beam at (6) and interacts with the ion bunch of the 
desired mass. The spectra shown below were obtained with the fourth 
harmonic (266 nm, 4.660 eV) or fifth harmonic (213 nm, 5.825 eV) of a 
Nd:YAG laser. A small fraction (lop4) of the ejected photoelectrons is 
detected (8) at the end of a 100-cm field free-flight tube (9) and energy 
analyzed by time of flight. 

Considerably higher resolution can be obtained with threshold photode- 
tachment spectroscopy. The principle of this method is shown in Fig. l b .  
In this experiment, negative ions are photodetached with a tunable pulsed 
laser. At a given laser wavelength, only electrons produced with nearly 
zero kinetic energy are detected. The zero-kinetic energy spectrum plotted 
as a function of laser wavelength consists of a series of peaks, each 
corresponding to an ion+ neutral transition. The width of the peaks 
is determined by the ability of the instrument to discriminate against 
photoelectrons produced with high kinetic energy. By adapting the meth- 
ods developed by Muller-Dethlefs et al. for threshold photoionization of 
neutrals,32 we have achieved a resolution of 3 cm-' (0.37 meV) with this 
instrument and were able to obtain a spectrum of SH- in which transitions 
between individual rotational levels of the anion and neutral were re- 
solved.' 

Figure 3 shows a schematic of the threshold photodetachment spec- 
trometer.' The ion source (1,2) is similar to that shown in Fig. 2, but the 
ions pass through a skimmer and into a differentially pumped region prior 
to being accelerated to 1 keV. A coaxial time-of-flight mass spectrometer 
(3) of the design proposed by Bakker33 is used for mass separation. 
The anions are photodetached using an excimer-pumped dye laser with 
frequency-doubling capability. 

In order to selectively detect zero-kinetic-energy photoelectrons, the 
region in which detachment occurs (4) is initially field-free. A weak extrac- 
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‘I’ 6”DP 2“DP TMP 
10“ DP 

Figure 3. Schematic diagram of threshold photodetachment spectrometer: (1) pulsed 
beam valve, (2) electron beam, (3) coaxial time-of-flight mass spectrometer, (4) photodetach- 
ment region, ( 5 )  ion detector, (6) electron detector. Laser-ion beam interaction region is 
marked by 0 (Ref. 9). 

tion pulse is applied along the ion beam axis 200-300 ns after the photo- 
detachment laser pulse. The purpose of this delay is to allow the higher 
energy electrons to spatially separate from the zero-kinetic-energy elec- 
trons. The higher-energy electrons that scatter perpendicularly to the ion 
beam axis are discriminated against since they will not pass through one 
of the many apertures between the detachment region and the electron 
detector (6). The higher-energy electrons that scatter along the beam axis 
will be in different regions of the extraction field when it is applied. They 
therefore emerge from the extraction region with different kinetic energies 
from the electrons produced with zero kinetic energy, arrive at the electron 
detector at different times, and are discriminated against by gated detec- 
tion of the electron detector signal. The combination of spatial and tempo- 
ral filtering is essential to achieving the ultimate resolution of this detection 
scheme. 

111. THEORETICAL METHODS 

In most negative-ion photodetachment experiments, a stable neutral 
species is formed by photodetaching a negative ion. Photoelectron spectra 
are typically analyzed by invoking the Born-Oppenheimer and Condon 
approximations. The electronic and vibrational degrees of freedom in the 
anion and neutral are assumed to be separable, so that the cross-section 
for photodetachment from anion vibrational level u” to neutral vibrational 
level u’ is given by 

Here T ,  is the dipole matrix element between the electronic state of the 
anion and the (neutral + e-) continuum, which is assumed constant for a 
given electronic band. The approximations in Eq. (3) have been used 
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in all theoretical treatments of photodetachment-based transition state 
spectroscopy experiments to date. In general, neither the anion or neutral 
potential energy surface is sufficiently well known to warrant a more 
sophisticated treatment. 

The application of Eq. (3) to the spectra presented below is problematic 
since they all involve formation of an unbound, short-lived neutral com- 
plex. Thus, the vibrational wavefunction $$) in Eq. (3) must be replaced 
by a scattering wavefunction. One can then simulate the photoelectron 
spectrum within a time-independent formalism, in which the Franck- 
Condon overlap between the anion and neutral scattering wavefunctions 
is calculated as a function of energy. Alternatively, the spectrum can 
be simulated using time-dependent wavepacket analysis. Both types of 
simulations are discussed below. 

A. Time-Independent Analysis 

The time-independent analysis of these photodetachment experiments has 
been summarized nicely by S ~ h a t z . ~ ~  Equation (3) is replaced by 

where $'"(E) is the scattering wavefunction supported by the neutral 
potential energy surface at energy E. In most scattering calculations, E is 
measured relative to the neutral potential energy minimum in the asymp- 
totic region for either reactants or products and differs from EIo' in Eq. 
(1) by the zero-point energy of the neutral fragments. 

The accurate simulation of a photoelectron spectrum using Eq. (4) 
therefore requires the determination of A + HB scattering wavefunctions 
over the energy range for which a ( E )  is nonnegligible. This is a formidable 
task which, so far, has only been attempted for triatomic systems, in which 
case a three-dimensional scattering wavefunction must be determined. 
Schatz has simulated the ClHCl- and IHI- photoelectron spectra in this 
manner35,36 using model London-Eyring-Polanyi-Sat0 (LEPS) potential 
energy surfaces for the C1+ HCl and I + HI reactions. The neutral wave- 
functions are calculated with a coupled-channel method using hyper- 
spherical  coordinate^.^' The calculations assume the anions to be ground- 
state harmonic oscillators and are restricted to total angular momentum 
J = 0 for the anion and neutral. Both of these assumptions are justified 
by the low anion temperatures attained in the free-jet ion source, although 
the small rotational constants for ClHCl- (Be = 0.09685 ~ m - l ) ~ '  and IHI- 
mean that several rotational levels will be populated even at 10 K. 

Using a different method for calculating the scattering wavefunctions, 
Zhang and Miller39 have performed a three-dimensional simulation of the 
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FH; photoelectron spectrum, again assuming J = 0. The calculation uses 
the ab inifio F + H2 surface of Steckler et aLa and the ab inifio anion 
geometry of Kendall et al.41 This simulation has recently been compared 
to the experimental FH; ~pectrum.~’  

A more approximate method for simulating AHB- photoelectron spec- 
tra in three dimensions has been developed by Gazdy and Bowman43 and 
used to simulate the CIHCl- and IHI- photoelectron spectra. They use 
an L2 basis to obtain the neutral wavefunctions. This involves the impo- 
sition of boundary conditions which result in replacing three-dimensional 
continuum wavefunctions with bound-state wavefunctions. The L2 method 
is well suited for determining the position of resonances, since the reson- 
ance wavefunctions are highly localized and are similar to bound-state 
wavefunctions. In regions of the ClHCl- and IHI- photoelectron spectra 
dominated by direct scattering, the L2 method yields a many-line stick 
spectrum while the “exact” three-dimensional s i m ~ l a t i o n ~ ~ . ~ ~  typically 
yields a smaller number of peaks with varying widths. Nonetheless, the 
envelope of the L2 stick spectrum matches the exact simulation reasonably 
well. The L2 method is therefore a useful first test of a model three- 
dimensional potential energy surface for a reaction of interest. 

The simulation of AHB- photoelectron spectra is further simplified 
using Bowman’s adiabatic bend a p p r o ~ i m a t i o n . ~ ~  This allows one to re- 
duce the three-dimensional potential energy surface for a three-atom sys- 
tem to a two-dimensional surface by an approximate treatment of the 
bending motion. For example, the three-dimensional potential energy 
function for Br + HBr is given by V(Q1, Q3, y), where 

are the symmetric and antisymmetric stretch symmetry coordinates (rl 
and r2 are the two H-Br bond lengths) and y is the Br-H-Br bending 
angle. By assuming the bending motion is separable from the two 
stretches, V(Q1, Q3, y) is reduced to a two-dimensional “effective” collin- 
ear potential energy surface V(Q1, Q3) via 
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Here e0(Ql, Q 3 )  is the bending zero-point energy for the linear configur- 
ation of the nuclei specified by Ql and Q3. V(Q1, Q 3 )  is therefore an 
approximate potential surface for the BrHBr complex in its ground-bend- 
ing vibration. This approximation should be reasonably accurate if the 
reaction is collinearly dominated, so that photodetachment of a linear ion 
such as BrHBr- 45346 should not produce substantial bending excitation in 
the neutral complex. 

Once the effective collinear surface is obtained, one can simulate the 
AHB- photoelectron spectrum via Eq. (4), where +‘O’(E) is now a two- 
dimensional scattering wavefunction. One can obtain +‘O)(E) from an 
exact two-dimensional cal~ulation,~’ by using an L2 or by making 
the DIVAH a p p r o ~ i m a t i o n ~ ~  in which +‘”(E) is assumed to be a product 
of two one-dimensional wavefunctions. The DIVAH approximation is 
quite accurate for heavy + light-heavy reactions2’ and will be discussed in 
more detail in Section IV, where it is used to obtain an effective collinear 
surface for the Br + HBr reaction. One can also perform an exact two- 
dimensional simulation using the time-dependent methods described in 
the following section. 

B. Time-Dependent Analysis 

An alternative conceptual framework for analyzing and interpreting the 
photodetachment experiments is provided by time-dependent wavepacket 
analysis. This approach, initially developed by Heller,” has been extended 
to a broad range of problems in spectroscopy and dynamics.” Particularly 
relevant applications of this method to the material in this chapter include 
the work of Bisseling et al. ,52*53 who have used time-dependent analysis 
to study resonances in the F + DBr reaction, and the work of L ~ r q u e t , ~ ~  
who first used the time-dependent formalism to interpret the photoelec- 
tron spectrum of neutrals in which a dissociating ionic species is formed. 

The basic idea behind the application of time-dependent analysis to 
photodetachment is as follows. In the time-independent analysis described 
above, the stationary state A + HB scattering wavefunctions are calcu- 
lated at many values of energy and the photoelectron spectrum is simul- 
ated via Eq. (4). The time-dependent perspective is based on the equiva- 
lent equation in which the photoelectron spectrum a ( E )  is expressed as 
the Fourier transform of a time-autocorrelation function C(t ), 

z 

a(E) 0: exp(iEtlh)C(t) dt (7) 
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where 

Here 4(t = 0) is the initial wavepacket formed on the A + HB potential 
energy surface which, within the Condon approximation, is given by the 
stationary state wavefunction for the anion. The wavepacket c$(t) at later 
times is found by propagating c$(O) on the A + HB potential energy sur- 
face, 

where fi is the Hamiltonian on the neutral surface. In our implementation 
of time-dependent analysis,55 we restrict ourselves to two-dimensional 
wavepacket propagation on “effective” collinear potential energy surfaces. 
We use the propagation scheme of Kosloff and KosloffS6 in which the 
propagator is approximated by a second-order differencing scheme and 
the kinetic energy at each time t is evaluated by the Fourier method. 
Although simulated photoelectron spectra using Eq. (6) are identical to 
those obtained using Eq. (4), the time-evolving wavepacket 4(t) and the 
autocorrelation function C ( t )  provide additional insight concerning the 
AHB- photoelectron spectra. The connection between observed features 
in the spectra and dissociation dynamics of the AHB complex is parti- 
cularly clear using the time-dependent formalism. 

IV. SYMMETRIC HYDROGEN EXCHANGE REACTIONS 

A. Photoelectron Spectrum of BrHBr 

1. Summary of Results 

The 213-nm photoelectron spectra28 of BrHBr- and BrDBr- (Fig. 4) 
show a series of well-resolved peaks with widely varying widths. The 
widths of the peaks labelled 0, 2, and 4 in the BrHBr- spectrum are 170, 
80, and 20meV, respectively, and the widths of peaks 0, 2, 4, and 6 in 
the BrDBr- spectrum are 175, 100, 64, and 20meV, respectively. The 
discussion in Sections IV.A.l-3 focusses on the peak positions and inten- 
sities. The peak widths will be discussed in Sections IV.A.4-6. 

We first consider whether the peaks in these spectra correspond to 
transitions to levels of the neutral BrHBr complex which are bound or 
unbound with respect to Br + HBr (u  = 0). This can be determined with 
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the energy level diagram, Fig. 5. This figure shows that peaks with electron 
kinetic energy less than E F  = hv - Do(BrHBr-) - EA(Br) result from 
levels of the neutral complex that lie above Br + HBr (u = 0). Here, hv 
is the photon energy (5.825 eV), Do(BrHBr-) is the energy ne‘eded for the 
dissociation reaction BrHBr- + Br- + HBr, and EA(Br) is the electron 
affinity of Br. Do(BrHBr-) is given approximately by the enthalpy of 
dissociation of BrHBr-, 0.91 * 0.05 eV,57 and with EA(Br) = 3.365 eV,58 
we find E F  = 1.55 ? 0.05 eV. The peak at highest electron kinetic energy 
(Peak 0) appears at 1.353eV for BrHBr-, so all the observed peaks in 
the BrHBr- spectrum result from transitions to unbound states of the 
neutral complex. 

We next consider the isotope effects observed in the spectra. Peak 0 
occurs at the same electron kinetic energy in the BrHBr- and BrDBr- 
spectra. The remaining peaks shift to higher electron energy, resulting in 
a smaller peak spacing. These two observations indicate that peak 0 is the 
origin of a vibrational progression in the neutral complex, and that the 
active mode involves H atom motion. None of the peaks appear to be 
“hot bands” originating from levels of the anion with excitation in the 
active mode, as these would shift to lower electron kinetic energy upon 
deuteration. 

The active mode could be either the bend (uz) or antisymmetric stretch 
(u3) of the complex. BrHBr- is predicted to be and, based on 
ab initio surfaces calculated for the C1+ HC1 the minimum 

Figure 4. BrHBr- and BrDBr- pho- 
toelectron spectra taken at 213 nm photod- 
etachment wavelength (hv = 5.825 eV). 
Peaks are labelled with o; quantum number 
(Ref. 28). 
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Figure 5. Energy level diagram for BrHBr-IBrHBr system (Ref. 28). 

energy path for the Br + HBr reaction is likely to  be nearly collinear. An 
extended progression in the bend is therefore unlikely, and we assign the 
peaks to a progression in the u3 mode. Symmetry considerations show 
that only transitions to even u; levels of the complex are allowed from 
the u’; = 0 level of the ion. The peaks in each spectrum are labelled by 
their u; quantum number. As discussed in more detail below, the two 
broad peaks at lowest energy in the BrHBr- and BrDBr- spectra (A’ 
and B’) do not appear to belong to the same progression as the higher- 
energy peaks and are assigned to transitions to an electronically excited 
Br + HBr surface. 

The energies of the u; states for the BrHBr complex and the Br + HBr 
asymptotic vibrational energy levels are shown in Fig. 5 .  The vibrational 
spacing in the BrHBr complex is significantly smaller than that in free 
HBr. For example, peaks 0 and 2 in the BrHBr- spectrum are separated 
by 0.194 eV (1565 cm-’), whereas the u = 0 and u = 1 levels of HBr are 
separated by 0.317 eV (2557 cm-I). The intuitive explanation for this is 
that the strong HBr bond in free HBr is replaced by two much weaker 
bonds in the BrHBr complex. This “red shift” indicates that we are 
probing the transition state region of the potential energy surface, where 
the hydrogen is interacting strongly with both bromine atoms. 
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2. Analysis: Preliminary Considerations 

The goal of the analysis of the BrHBr- and BrDBr- photoelectron spectra 
is to construct a potential energy surface for the Br + HBr reaction which 
reproduces the experimental spectra in a simulation. This is accomplished 
using a potential energy surface with many adjustable parameters. By 
varying these parameters until the experimental spectra are reproduced, 
one can, in principle, map out the true potential energy surface in the 
region probed by photodetachment. Because of the large number of simul- 
ations required in this iterative procedure, the analysis was limited to 
constructing the best “effective” collinear surface (see Eq. (6)) that repro- 
duced the experiments. This reduces the hardest part of the simulation, 
the calculation of the three-dimensional scattering wavefunctions in Eq. 
(4), to a much simpler two-dimensional problem. 

In the past, LEPS potential energy surfaces have often been used 
to model the results from kinetics and reactive scattering experiments. 
However, while a LEPS surface can provide a qualitative framework for 
understanding a photoelectron spectrum of the type under consideration 
here, we have found that a more flexible function for the effective collinear 
surface is needed to reproduce the spectrum. The actual functional form 
used in our simulations is discussed in detail in Ref. 28. 

The simulations also require wavefunctions for the anion. In contrast 
to FHF-61 and CIHC1-,38 no gas-phase spectroscopic data exist for 
BrHBr-. Ab initio calculations by Peyerimhoff4’ and N0rnu1-a~~ predict a 
D,,, equilibrium geometry for BrHBr - with an interhalogen distance, 
R,(BrBr), of 3.43 and 3.36A, respectively. Nomura predicts the v1 fre- 
quency to be 200 cm-’ and the v3 frequency to be 837 cm-’; the matrix 
isolation spectroscopy values for these frequencies are 164 and 728 cm-’, 
respectively.62 In our analysis, we assumed R,(BrBr) to be 3.50 A. (Nomu- 
ra’s value became available subsequent to publication of our results.) We 
use harmonic oscillator wavefunctions with the matrix isolation values for 
the frequencies. Since all the peaks in the photoelectron spectra appear 
to originate from the ground state of the anion, this is assumed to be the 
initial anion vibrational state in all the simulations. 

The end result of our analysis is the “best fit” effective collinear surface 
in Fig. 6. The method by which this surface is obtained is described in 
Section IV.A.4; for now, we assume it is the correct surface. The barrier 
height on this surface is 46.8 kJ/mol, and the saddle point occurs at  
RBr-Br = 3.29 A. This surface is plotted using modified hyperspherical 
coordinates p and z ,  which, for the Br-H-Br mass combination are ap- 
proximately proportional to the symmetry coordinates QI and Q3 (Eq. 
( 5 ) ) :  
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Figure 6. Contour plot of “best-fit’’ effective collinear potential energy surface for 
Br + HBr reaction. Coordinates are defined in text (Eq. 10). The Franck-Condon region 
(see text) is shaded. Contours are at -300, -325, -350 , and -370 kJ/mol with respect to 
three-atom dissociation (Ref. 28). 

z z -  Q3 
r 

The approximations in Eq. (10) are valid for the heavy + light-heavy 
mass combination. The acute skew angle in Fig. 6 is characteristic of a 
heavy + light-heavy reaction such as Br + HBr and is given by 

& = tan-’{[mH(mH + 2mBr)/&r]”2} = 9.1” (11) 

The modified hyperspherical coordinates can be expressed in terms of 
the more familiar mass-scaled coordinates x and y. The latter are defined 
for the reaction Br’ + HBr + HBr’ + Br by 

where RBr*.HBr is the distance between the Br’ atom and the HBr center 
of mass. The two sets of coordinates are related by 

p = (x’ + y y  
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The shaded region in Fig. 6 indicates the area on the neutral surface 
that is directly probed by our photodetachment experiment. The center 
of the shaded region, at z = 0, p = 22.05 A, corresponds to R,(BrBr) = 

3.50 A, the assumed interhalogen distance in BrHBr-. The extent of the 
shaded region along the p coordinate represents the zero-point amplitude 
for the symmetric stretch in the ground vibrational state of the ion. Our 
spectra are very sensitive to the details of this Franck-Condon region of 
the potential energy surface, which lies quite close to the saddle point on 
the surface. 

3 .  One-Dimensional Simulation of BrHBr- Spectrum 

In Section IV.A.l ,  the first few peaks in the BrHBr- and BrDBr- spectra 
were assigned to a progression in the u3 antisymmetric stretch mode of 
the neutral BrHBr complex on the basis of the observed isotope shift. 
This assignment is supported by a simple one-dimensional analysis based 
on the potential energy surface in Fig. 6. The z coordinate in Fig. 6 is 
proportional to the antisymmetric stretch coordinate in the complex. By 
taking a cut along the z axis through the center of the Franck-Condon 
region, one obtains an approximate antisymmetric stretch potential for 
the complex at the geometry probed by photodetachment. This is a double 
minimum potential with a barrier at z = 0. We should therefore be able 
to simulate the peak positions and intensities in the photoelectron spec- 
trum by calculating the Franck-Condon overlap between the anion 
u’; = 0 level and the eigenfunctions supported by a double minimum poten- 
tial. 

The harmonic antisymmetric stretch potential for BrHBr- is shown at 
the bottom of Fig. 7. The lower double minimum potential in Fig. 7 is 
the potential assumed for the u3 mode in the ground electronic state of 
the neutral complex.63 The u ; = O  levels for BrHBr- and BrDBr- are 
shown, as well as the first few eigenvalues for the BrHBr and BrDBr 
complexes. As discussed above, all the peaks in the spectra originate from 
the 0’; = 0 anion level, and from this level, only transitions to even IJ; 
levels of the complex have nonzero intensity. The resulting one-dimen- 
sional simulations of the BrHBr - and BrDBr - spectra are superimposed 
on the experimental spectra. Reasonable agreement is obtained with the 
positions and intensities of the u; = 0, 2, and 4 peaks in the BrHBr- 
spectrum and the u; = 0 , 2 , 4 ,  and 6 peaks in the BrDBr- spectrum. Note 
that the one-dimensional simulation yields a stick spectrum; to facilitate 
comparison with the experimental intensities, the sticks have been convol- 
uted with Gaussians to match the experimental peak widths. 

The two broad low-energy peaks (A’ and B’) do not seem to belong 
to the same vibrational progression as the higher-energy peaks. It is likely 
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Figure 7. One-dimensional simulation of BrHBr- (right) and BrD - (left) photoelec- 
tron spectra. Anion ug harmonic oscillator potential and u; = 0 levels of BrHBr- and BrDBr 
are shown at bottom. Double minimum u3 potentials at middle and top are for ground and 
electronically excited neutral BrHBr (BrDBr) complex, respectively. The first few u3 energy 
levels are shown and u3 quantum numbers are indicated for several levels including several 
nearly degenerate pairs. Results of one-dimensional simulations are compared with experi- 
mental spectra (solid) at the sides of the figure. For comparison with the experiment, the 
simulated peaks have been convoluted with Gaussians to match the experimental peak 
widths. Each tick mark on the vertical axis is 0.1 eV. 

that peaks A’ and B’ are part of a second vibrational progression arising 
from a low-lying excited electronic state of the complex. The large isotope 
shift of peak A‘ indicates that it is not the origin of this progression. 
However, the entire spectrum for each isotope can be simulated by as- 
suming peaks A‘ and B’ result from transitions to the u$ = 2 and LJ$ = 4 
levels of the upper double-minimum potential shown in Fig. 7. The simul- 
ation from this potential is also shown in Fig. 7. The high barrier between 
the wells makes the 0 t 0 transition relatively weak. 

The u3 = 0 levels of the two double minimum potentials in Fig. 7 are 
separated by 0.49 eV. This is slightly larger than the 2P1/2-2P3/2 spin-orbit 
splitting in Br (0.45 eV) and suggests that the upper potential corresponds 
to an electronically excited state of the complex which asymptotically 
correlates to Br*(*PII2) + HBr. Based on diatomics-in-molecules (DIM) 

, 
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calculationsa on F + HF and C1+ HCl, this excited state interaction is 
expected to be considerably more repulsive than the ground state. The 
high barrier between the wells of this potential is consistent with such a 
repulsive interaction. 

The contribution of transitions to multiple potential energy surfaces in 
these spectra presents a complex and interesting problem. For example, 
the photoelectron spectrum of ClHCl-, which would at first seem like an 
ideal model system for study by this technique, shows barely resolved, 
very broad vibrationgl Recent ab initio calculations by Yama- 
shita and Morukuma& suggest that the broad peaks result from overlap- 
ping transitions to both the C1+ HCl ground state and a very low-lying 
excited state. We have also observed transitions to excited electronic states 
in the photoelectron spectrum of IHI- and several asymmetric bihalide 
anions. These are discussed in more detail below. 

In summary, one can use the simple one-dimensional analysis scheme 
described above to obtain a good first-order understanding of the 
BrHBr-photoelectron spectrum. The analysis supports the assignment of 
the peaks in the spectrum to a progression in the u3 antisymmetric stretch 
mode of the BrHBr complex. However, this is clearly only part of the 
story. The effective collinear surface in Fig. 6 has no wells in the transition 
state region, so one expects the BrHBr complex formed by photodetach- 
ment to dissociate rapidly. The dissociation dynamics of the complex affect 
the observed peak widths in the photoelectron spectrum, and this is not 
treated at all in our one-dimensional analysis. 

The u3 vibration treated in the one-dimensional analysis is largely de- 
coupled from the dissociation coordinate of the BrHBr complex. This can 
be seen from Fig. 6; motion along the z coordinate is nearly perpendicular 
to the minimum energy path that leads to reaction along the reactant and 
product valleys. To understand the dissociation dynamics of the BrHBr 
complex, we must at least include motion along the dol) coordinate on 
the Br + HBr potential energy surface in our analysis. With reference to 
Fig. 6 again, the p coordinate is clearly strongly coupled to dissociation. 
Thus, a two-dimensional analysis is necessary to incorporate dissociation 
of the complex. 

4. Two- Dimensional Simulation (Time-Zndependent) 

An exact two-dimensional simulation of the BrHBr- photoelectron spec- 
trum can be generated by determining the Franck-Condon overlap be- 
tween the ground state of the anion and the scattering wavefunctions 
supported by the effective collinear potential V(Q1, Q3) or V( p, z). In 
the ( p ,  z)  coordinate system, the Schrodinger equation is 
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Rather than solve the two-dimensional Schrodinger equation (9), we 
invoke an adiabatic approximation (the DIVAH approximation) that has 
been used by Romelt, Manz, and  other^^'.^^ in studies of heavy + light- 
heavy reactions. This approximation is based on the separation of time 
scales between the fast motion along the the z coordinate, which primarily 
involves H atom motion, and the much slower motion along the p coordi- 
nate which corresponds to displacement of the heavy halogen atoms. 

The mathematics of this approximation are virtually identical to the 
Born-Oppenheimer approximation for diatomic molecules. The two- 
dimensional scattering wavefunction $( p, z) is assumed to be a product 
of two wavefunctions 

Here e(z; p) is the wavefunction for the antisymmetric stretch coordinate 
z .  This function varies slowly with p. R ( p )  is the wavefunction for motion 
along the p coordinate. 8 and R satisfy the one-dimensional differential 
equations 

and 

where 

Equation (16) is the one-dimensional Schrodinger equation for a parti- 
cle of mass pHBr with potential energy V (  p, z) at a fixed value of p. (The 
appropriate reduced mass for the Br + DBr reaction is pDBr). It is the 
same equation used in the one-dimensional analysis to determine the 
antisymmetric stretch energy levels and wavefunctions at  the value of p 
corresponding to the equilibrium geometry of BrHBr-. For each value of 
p at which Eq. (16) is solved, one obtains a set of antisymmetric stretch 
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Figure 8. Effective potentials Uo3(p)  (Eq. 18) for Br + HBr and Br + DBr derived from 

effective collinear surface in Fig. 6. Only potentials with even uj  are shown (see text). Quasi- 
bound states are indicated by solid and dashed lines (solid lines denote states that can decay 
only by vibrational predissociation). The Br + HBr ( u  = 0, 1,2) and Br + DBr ( u  = 0-3) 
asymptotic levels are indicated by arrows. The dashed vertical line at = 3.50 A is the 
assumed value of R,(BrBr) in BrHBr- (Ref. 28). 

eigenvalues eu,( p) and eigenfunctions O,,(z; p).  One therefore generates 
a set of “vibrationally adiabatic” curves eu3( p) showing how the energy 
of the u3 antisymmetric level varies with p, which is proportional to the 
interhalogen separation (Eq. (10)). In the limit of infinite p, the u3 = 2m 
and u3 = 2m + 1 levels become degenerate and correlate to the Br + HBr 
( u  = m) vibrational energy level. The associated wavefunctions &, and 
O,,, have even and odd parity, respectively. 

From the vibrationally adiabatic curves e,,(p), one uses Eq. (18) to 
obtain the “effective potentials” Uu,( p).  The DIVAH correction to 
eU3(p) ,  Q,,,,,, in Eq. (18), is defined in Ref. 49. It is very small for a 
heavy + light-heavy reaction except near avoided crossings, and these do 
not occur for symmetric reactions. Figure 8 shows several of the lowest- 
lying effective potentials U,,, ( p )  with even us obtained from the potential 
energy surface in Fig. 6. 

The significance of the effective potentials can be seen from Eq. (17), 
the one-dimensional Schrodinger equation for a particle with total energy 
E and potential energy Uu,( p). For each value of us, Uu3( p) governs the 
motion of the BrHBr complex along the p coordinate. The effective poten- 
tials Uo(p) and Uz(p) in Fig. 8 are purely repulsive; each set of the 
solutions Ro( p) and R2( p) of Eq. (12) using these potentials is a continuum 
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of one-dimensional scattering wavefunctions which vary smoothly as a 
function of E. 

However, the potential U4( p) has a small well and can support states 
of the BrHBr complex which are quasi-bound along the p coordinate in 
addition to a continuum of scattering wavefunctions; the energies of these 
quasi-bound states are indicated in Fig. 8. In a scattering calculation on 
this surface, these quasi-bound states would appear as resonances. Both 
states supported by the U4 potential can decay by vibrational predissoci- 
ation due to coupling with the repulsive effective potentials. In addition, 
the higher of the two quasi-bound states lies above the Br + HBr ( u  = 2) 
asymptote and can decay by tunneling through the barrier on the U, 
potential. 

The effective potentials provide an inituitive explanation of the wide 
variation in peak widths observed in the BrHBr- and BrDBr- photoelec- 
tron spectra (Section IV.A.l). Since the U, and U2 effective potentials 
are repulsive, transitions to the uj = 0 and u; = 2 levels of the complex 
should be quite broad. Specifically, the u3 = 0 peak should be broader 
than the u3 = 2 peak since the slope of the Uo potential is steeper than 
that of the U2 potential near RBr-Br = 3.50 A, the assumed interbromine 
distance in the anion. On the other hand, transitions to the quasi-bound 
states supported by the U4 effective potential should yield narrow peaks 
in the photoelectron spectrum. The width of each peak is determined, 
in principle, by the lifetime of the quasi-bound state. For the BrDBr- 
photoelectron spectrum, one expects the u3 = 0, 2, and 4 peaks to involve 
transitions to repulsive effective potentials, and the u3 = 6 peak to result 
from a transition to a resonance supported by the u3 = 6 effective poten- 
tial. An examination of the effective potentials for Br + HBr and 
Br + DBr shows that as u3 increases, the effective potentials become less 
repulsive and eventually develop wells. This general trend has been noted 
for several reactions. 

We can now simulate the BrHBr- and BrDBr- photoelectron spectra 
by calculating the Franck-Condon overlap between the ground vibrational 
level of the anion, &,( p)Jl$io(z), and the neutral wavefunction in Eq. 
(10). The full spectrum is generated by summing over even values of u;: 

Here R$)( p) is the solution to Eq. (17) at total energy E. Note that the 
integral is zero for odd uj due to the opposite parities of the anion (us = 
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simulation of BrHBr- and BrDBr- photo- 
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electron spectra using Br + HBr surface in 
Fig. 6. The simulated spectra (----) are 
convoluted with the instrumental resol- 
ution and are superimposed on the experi- 
mental spectra (Ref. 28). 

0) and neutral (odd u;) antisymmetric stretch wavefunctions. This is why 
only the effective potentials with even u; are shown in Fig. 8. 

Figure 9 shows the simulated BrHBr- and BrDBr- spectra super- 
imposed on the experimental spectra. The simulations are obtained by 
convoluting the results of Eq. (19) with the instrumental energy resolution. 
This has only a small effect on the broad peaks resulting from transitions 
to repulsive effective potentials, but has a large effect on transitions to the 
quasi-bound states. Within the DIVAH approximation, in which coupling 
between the effective potentials is neglected, quasi-bound states which 
can only decay by vibrational predissociation have infinite lifetimes; the 
peak widths of transitions to these states are determined entirely by the 
instrumental resolution. The comparison of the simulated and experi- 
mental spectra shows that the peak positions, intensities, and widths are 
within reasonable agreement for the ground state progression in both 
spectra. 

5 .  Time-Dependent Analysis of the BrHBr- Photoelectron Spectrum 

The discussion in the previous section focused on the relationship between 
the effective potentials in Fig. 8 and the features in the BrHBr- photoelec- 
tron spectrum. This was phrased in terms of Franck-Condon overlap 
between the anion ground state and the scattering wavefunctions sup- 
ported by the Br + HBr potential energy surface in Fig. 6. In this section, 
a complementary analysis and simulation of the BrHBr- spectrum is 
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presented in which an exact two-dimensional time-dependent wavepacket 
analysis is carried out on the same surface. This type of analysis provides 
an explicit connection between the spectrum and the dynamics of the 
BrHBr complex formed by photodetachment. The methods used in the 
simulation were outlined in Section 111.2. 

The analysis is carried out by allowing the initial wavepacket, +(O), to 
evolve on the Br + HBr potential energy surface. Within the Franck- 
Condon approximation, +(O) is obtained by projecting the anion ground- 
state wavefunction onto the neutral surface. This is illustrated in Fig. 10, 
f = 0. The potential energy surface in Fig. 10 is the same as in Fig. 6, but 
is plotted using the mass-weighted coordinates x and y (Eq. 12). These 
coordinates are more convenient for wavepacket propagation than the 
hyperspherical coordinates discussed in the previous section.53 Note that 
x and y are nearly parallel to the u1 and u3 normal coordinates, respec- 
tively, in the anion. 

The subsequent time evolution of this wavepacket is shown in Fig. 10. 
We observe rapid oscillation along the y axis. In addition, after only 60 fs, 
most of the wavepacket bifurcates and begins moving down the reactant 
and product valleys. However, even after 300fs, a small fraction of the 
original wavepacket remains in the transition state region. This remnant 
has four nodes along the y-coordinate and is due to quasi-bound states of 
the complex with u3 = 4. These are the resonances which, in the time- 
independent approach, occur because of the well in the u3 = 4 effective 
potential (Fig. 8). 

The time-dependent function +(t ) represents the evolution of +(O), 
which is in turn a coherent superposition of scattering eigenfunctions t,bE 
created at t = 0. While + ( t )  is uniquely related to the photoelectron spec- 
trum via Eq. (8), it is important to emphasize that, in contrast to a short- 
pulse laser absorption experiment, photodetachment by a 10-ns laser pulse 
does not actually create the localized wavepacket +(O). Instead, each 
photodetachment event results in the formation of a well-defined neutral 
scattering state l(lE with probability I(4(0) I qE)I2. Nonetheless, the plots of 
$( t )  are useful as they show what would occur if the initial wavepacket 
were created on the neutral potential energy surface; as such they give 
an overall picture of the dyn.amics of the BrHBr complex formed by 
photodetachment. 

The time evolution of the initial wavepacket relevant to the photoelec- 
tron spectrum is described by the autocorrelation function C ( t )  defined in 
Eq. (7). The modulus of this function, IC(t)l, which is plotted in Fig. 11, 
shows a rapidly decaying oscillation with a period of about 20fs. This 
recurrence is due to the u3 vibration of the complex, and the substantial 
decay of C(f) after about 40fs represents movement of most of the 
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Figure 10. Time evolution of initially prepared wavepacket 4(0) on best-fit Br + HBr 
surface. The surface and contours are the same as in Fig. 6, but mass-scaled coordinates 
(Eq. 12) with an expanded y axis are used. 
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wavepacket out of the Franck-Condon region of the neutral potential 
energy surface. Roughly speaking, the time scale of this fast decay deter- 
mines the width of the broad features in the photoelectron spectrum. 

Thus, on this surface, the wavepacket dynamics primarily involve vi- 
brational motion along the v3 coordinate as the BrHBr complex rapidly 
dissociates. It is this vibrational motion occurring on the same (or slightly 
faster) time scale as dissociation that leads to resolved vibrational features 
in the photoelectron spectrum. For t > 120 fs, we observe a set of small, 
lower-frequency recurrences due to the resonances described above which 
are quasi-bound along the v1  coordinate. The simulated photoelectron 
spectrum is obtained by taking the Fourier transform of C( t )  according to 
Eq. (8) and convoluting the result with the experimental resolution. This 
is therefore an exact two-dimensional simulation. One obtains the same 
simulation as with the time-independent method, confirming the suitability 
of the DIVAH approximation used in Section IV.A.4. 

6. Discussion of Results 

We now consider factors affecting the accuracy of our “best-fit’’ Br + HBr 
potential energy surface. The first is the geometry of the BrHBr- anion. 
The effect of this can be understood with reference to the effective poten- 
tials in Fig. 8. The positions and widths of the peaks in the simulation 
corresponding to transitions to the repulsive Uo and U, potentials depend 
strongly on the assumed value for R,(BrBr) in the anion. As mentioned 
previously, the most recent ab initio for R,(BrBr) is 0.14 8, smaller 
than that used in the simulations. Thus, our assumed value may well 
contribute to error in the best fit surface. In any case, an accurate experi- 
mental determination of the ion geometry would be of great assistance in 
these simulations. This could be obtained from the gas-phase vibration- 
rotation spectrum of BrHBr- measured by, for example, velocity-modu- 
lated infrared spectro~copy.~’ 

The other vital issue in assessing the accuracy of our potential energy 
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surface is the validity of the adiabatic bend approximation. Using this 
approximation, the surface must be quite repulsive along the minimum 
energy path in the Franck-Condon region in order to obtain satisfactory 
agreement with experiment, particularly with the widths of the peaks 
due to direct scattering. Such a surface yields steeply repulsive effective 
potentials for the lowest u3 levels of the complex which are, in turn, 
necessary for the u3 = 0 and 2 peaks in the simulated spectra to be suffi- 
ciently broad. 

Figure 12u shows an effective collinear LEPS surface which has the 
same barrier height and saddle-point geometry as our best-fit surface. The 
simulation of the photoelectron spectrum on this surface, shown in Fig. 
12b, yields much narrower peaks because the slope of the minimum energy 
path is significantly less in the Franck-Condon region. In comparison with 
the best-fit surface, the effective potentials on the LEPS surface are less 
repulsive for low u3 and the higher u3 potentials exhibit deeper wells with 
more resonances. 

Similarly, in the time-dependent picture, making the Br + HBr surface 
repulsive in the Franck-Condon region insures that, on the best-fit sur- 
face, the initial wavepacket leaves this region rapidly and moves into 
the reactant and product valleys. This appears as a fast decay of the 
autocorrelation function C ( t ) ,  leading to broad peaks in the simulated 
photoelectron spectrum. Figure 12c shows IC(t)l resulting from wa- 
vepacket propagation on the LEPS surface in Fig. 12a. Clearly, the decay 
of IC(r)l is much less rapid than in Fig. 11. In addition, at long times 
(t > 100 fs), Fig. 12c shows the amplitude of the wavepacket in the Franck- 
Condon region remains high, leading to pronounced resonance features 
in the simulated photoelectron spectrum. 

The key question is whether the steeply repulsive nature of the best- 
fit surface in the Franck-Condon region is real or merely an artifact that 
results from simulating the spectrum within the adiabatic bend approxi- 
mation. Schatz3’ has simulated the CIHC1- spectrum in an exact three- 
dimensional calculation using the LEPS surface of Bondi et al.’l for the 
C1 + HCI reaction. In order to check the validity of the adiabatic bend 
approximation, we have compared his simulation to that obtained on the 
same model surface using this approximation. The results (after convol- 
ution with the experimental resolution) are similar.28 In particular, the 
widths of the u3 = 0 peak, which is the only peak due to direct scattering, 
are quite close: 50 meV in the three-dimensional simulation and 35 meV 
in our simulation. 

However, the extent of agreement between the two methods depends 
on the model potential energy surface used in the simulation. We will see 
in the next section that three-dimensional simulations of the IHI-photo- 
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Figure 12. (a) Effective collinear Br + HBr LEPS potential energy surface with same 
barrier height and saddle-point geometry as surface in Fig. 6 (Ref. 28). ( b )  Simulation of 
BrHBr- spectrum (-) using LEPS surface in (a) superimposed on experimental spec- 
trum (solid) (Ref. 28). (c) IC(t)l obtained from two-dimensional wavepacket propagation on 
LEPS surface in (a). 

electron spectrum36 using the LEPS-A surface of Manz and Romelt6* for 
the I + HI reaction show less agreement between the two methods. After 
describing the experimental and theoretical results for IHI- , we will return 
to the implications these have on our analysis of the BrHBr - spectrum. 
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Figure 13. IHI- and IDI- photoelectron 
spectra taken at 266nm (hu=  4.660eV). Peaks 

1 are labelled with u; quantum numbers (adapted 
from Ref. 69). 

B. Photoelectron and Threshold Photodetachment Spectra of IHI- 

Photoelectron Spectroscopy of IHI- and ZDI- 1. 

The photoelectron spectra of IHI- and IDI- at 266 nm are shown in Fig. 
13.6y Each spectrum shows a progression of three clearly resolved peaks. 
Several similarities to the BrHBr- and BrDBr- spectra are evident. In 
the first place, the spectra show a large isotope shift; the peak spacing in 
the IDI- spectrum is clearly smaller than in the IHI- spectrum. The 
progressions are therefore assigned to the u3 antisymmetric stretch of the 
neutral IHI complex. As in the BrHBr- spectra, only transitions to even 
u3 levels of the complex occur. For each peak, the us quantum number in 
the neutral complex is indicated in Fig. 13. Secondly, the frequency of 
the u3 mode in the complex is substantially less than in free HI. The 
spacings between peaks 0 and 2 in the IHI- and IDI- spectra are 
0.169 ? 0.012 eV (1360 ? 100 cm-') and 0.126 ? 0.012 eV (1020 ? 

lOOcm-'), respectively. The vibrational frequencies in HI and DI are 
2309 and 1633 cm-', respectively. The lower frequency in the complex is 
attributed to the weakening of the HI bond near the transition state of 
the I + HI reaction. Finally, we note that, just as in the BrHBr- spectra, 
the peak widths in the IHI- and IDI- spectra show considerable variation. 
The u; = 4 peak in the IDI- spectrum is only 0.013 eV wide. The peak 
widths in these spectra will be discussed in more detail below. 
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0.4 0.8 1.2 1.6 2.0 2.4 Figure 14. IHI- and IDI- photoelectron 
spectra taken at 213 nm. Electron Kinetic Energy (eV) 

All the peaks in both spectra occur at  electron kinetic energies less 
than E F  = 0.86 2 0.13 eV, the energy corresponding to formation of 
I + HI ( u  = 0, j = 0). (The error bars are entirely due to the uncertainty 
in the enthalpy of dissociation for IHI-: 0.74 ? 0.13 eV.57) This means all 
the peaks are due to transitions to states of the IHI complex with sufficient 
energy to dissociate. Manz, Pollak, and co-workers7” and Clary and Con- 
nor7’ have predicted the existence of “vibrationally bound” levels of 
IHI which actually lie below I + HI(o = 0, j = 0), based on the LEPS-A 
surfacem proposed for the I + HI reaction. Our spectra show no evidence 
for truly bound IHI states; the discrepancy between experiment and theory 
is most likely due to inaccuracies in the LEPS surface used in the calcu- 
lations. 

Figure 14 shows the IHI- and IDI- photoelectron spectra taken at 
213nm. The progressions at the 266nm spectrum appear in Fig. 14 at  
higher electron kinetic energy (and lower resolution). In the 213-nm spec- 
trum, these progressions include a fourth, small peak at lower electron 
energy (1.38 eV in the IHI- spectrum, 1.47 eV in the IDI- spectrum); at  
266 nm, the electrons corresponding to this peak are too low in energy to 
pass through our time-of-flight analyzer. The most prominent feature in 
the 213-nm spectra is the appearance of a second, intense band. In the 
IHI- spectrum, the separation between the origins of the two bands is 
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0.94eV, which is essentially identical to the spin-orbit splitting in I. It 
therefore appears that we are observing transitions to the ground state 
I + HI surface and an excited-state surface that asymptotically correlates 
to HI + I*(’PIl2). The two bands are better separated than the correspond- 
ing bands in the BrHBr- spectrum, which is expected since the spin-orbit 
splitting in I is about twice that in Br. 

The ground state IHI- photoelectron spectrum has been simulated by 
our group using the methods described in Sections IV.A.4-5. In addition, 
three-dimensional simulations (with J = 0) have been performed by Gazdy 
and Bowman,43 using an L2 basis for the I + HI scattering wavefunctions, 
and by S ~ h a t z , ~ ~  using exact I + HI scattering wavefunctions. The simul- 
ated spectra from all three methods are shown in Fig. 15(a)-(c). All 
the simulations assume IHI- to be linear and centrosymmetric with an 
equilibrium interiodine distance R, = 3.88 A and use the LEPS-A poten- 
tial energy surface for the I + HI reaction. In comparison to our best-fit 
surface for the Br + HBr reaction, the LEPS-A surface for I + HI has a 
considerably smaller barrier (4.8 kJ/mol) and is much less repulsive along 
the minimum energy path in the Franck-Condon region. If we calculate 
the effective potentials on the LEPS-A surface using the adiabatic bend 
approximation, we find that they have deeper wells and support more 
resonances than the analogous curves in Fig. 8. Thus, one might expect 
a considerable amount of resonance structure in simulations of the IHI- 
spectrum. 

Indeed, all the simulations show that the 04 = 2 feature in the IHI- 
spectrum appears not as a single broad peak, but rather as a progression 
of peaks spaced by about 12 meV (100 cm-I). The closely spaced peaks 
represent transitions to quasi-bound symmetric stretch levels of the com- 
plex. These levels are analogous to those discussed in the Br + HBr analy- 
sis and are responsible for resonances in the I + HI reaction. The simul- 
ation by Schatz in Fig. 15c, which is the most realistic, shows three closely 
spaced peaks associated with the 04 = 2 level of [IHI] resulting from 
transitions to the u ;  = 0, 1, and 2 symmetric stretch levels of the complex. 
The linewidths of these peaks are 2-5 meV, indicating resonance lifetimes 
of several hundred femtoseconds. Our simulation as well as that of Gazdy 
and Bowman (Fig. 156) also predict resonance structure underlying the 
u; = 4 peak in the IHI- spectrum. Resonances are also observed in simula- 
tions of the IDI- spectrum.34T69 

On the other hand, the simulations show that the u$ = 0 feature in the 
IHI- spectrum is dominated by overlap with direct scattering wave- 
functions rather than transitions to quasi-bound IHI states. Nonetheless, 
this feature is structured even in Schatz’s “exact” simulation, where the 
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u; = 0 feature consists of a series of peaks spanning 0.1 eV, rather than 
the single broad peak in the experimental spectrum. The origin of this 
structure is discussed in Section IV.B.2. 

To summarize, the simulated IHI- spectrum shows considerably more 
structure than the experimental spectrum. However, the LEPS-A surface 
used in these simulations is approximate at best. Thus, one must ask if 
the resonance and structured direct-scattering features in the simulations 
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Figure 15. ( a )  Simulation of IHI- photoelectron spectrum using effective collinear 
LEPS-A I + HI surface from Ref. 68. The simulation (-) is superimposed on the 266- 
nm experimental spectrum. The simulated spectrum is shifted down by 0.100 eV to match 
the experimental spectrum. (b) Three-dimensional L2 simulation of IHI- spectrum (Ref. 
43). (c) Exact three-dimensional simulation of IHI- spectrum (Ref. 36). Note that different 
energy scales are used in the simulations. In (b) and (c), E is measured relative to the bottom 
of the HI well in the asymptotic region of the LEPS-A surface. E and eKE ( a )  are related 
by E = 1.00 - eKE, assuming that EL-’ = 3.80 eV for IHI- (Eq. 1). 

are real and are not seen in the IHI- photoelectron spectrum due to the 
limited resolution of the experiment, or whether the simulated features 
are artifacts resulting from inaccuracies in the LEPS-A surface. In order 
to answer this question, higher-resolution studies of IHI- were performed 
using our threshold photodetachment spectrometer. These experiments 
are described in the next section. 

2. Threshold Photodetachment Spectroscopy of I H I -  

The threshold photodetachment spectra of the 05 = 2, 4, and 0 peaks are 
shown in Figs. 16-18.’’ The horizontal axis at the bottom of each plot 
shows the photodetachment wavelength A. For convenient comparison 
with Fig. 13, the top axis shows the corresponding electron kinetic energy 
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Figure 16. Threshold photodetachment spectrum of u; = 2 peak in IHI- photoelectron 
spectrum (see Fig. 13). The points are spaced by 0.1 nm (-l0cm-') (Ref. 72). 
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Figure 17. Threshold photodetachment spectrum of u; = 4 peak in IHI- photoelectron 
spectrum. Point spacing is 0.1 nm (Ref. 72). 

(eKE) that would result from a fixed-frequency photoelectron spectrum 
at 266 nm; the two axes are related by eKE = 1240(1/266 - UA). 

The threshold photodetachment spectrum of the uj = 2 peak (Fig. 16) 
reveals three partially resolved peaks spaced by approximately 12 meV. 
The peak widths are about 12meV, and the intensity of the peaks de- 
creases towards shorter wavelength. The experimental peak spacings and 
intensities are quite similar to the simulations of the uj = 2 feature in Fig. 
15. The major difference is that in the simulation by S ~ h a t z , ~ ~  the peaks 
in the symmetric stretch progression are narrower (2 meV) and are there- 
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fore fully resolved. Nonetheless, the correspondence between the experi- 
mental and simulated spectra strongly suggests we are seeing a progression 
in quasi-bound IHI symmetric stretch states. 

Figure 17 shows the threshold photodetachment spectrum of the LJ; = 
4 feature in the IHI- photoelectron spectrum. Four well-resolved peaks 
are evident in this spectrum. Peaks A,  a, and b are evenly spaced by an 
interval of 16.0 meV (129 cm-I), while peaks A and B are separated by 
12.5 meV (101 cm-I). The peaks are substantially narrower than those in 
Fig. 16; peaks A and a are 3.7 meV wide, and peak B is 5.6 meV wide. 

The presence of two intervals among the peaks in Fig. 17 suggests the 
presence of two progressions. Matrix isolation studies'* on IHI- have 
yielded a value of 129cm-' for the symmetric stretch frequency in the 
ion, in excellent agreement with the spacing between peaks A,  a, and b. 
We therefore assign peaks a and b to hot-band transitions originating from 
the u'; = 1 and ul = 2 symmetric stretch levels of the ion and terminating 
in the same level of the neutral as peak A.  The a/A intensity ratio yields 
a vibrational temperature of 100 K for the IHI- ions. 

Peaks A and B are assigned to transitions between the 14 = 0 level of 
the ion and two different symmetric stretch levels of the IHI complex. 
This assignment is supported by the peak spacing of 101 cm-', and with 
the noticeably different peak widths which imply that the transitions are 
to two distinct levels of the complex with different lifetimes. The widths 
yield lower bounds of 180 and 120fs for the upper-state lifetimes of A 
and B, respectively. Since the symmetric stretch vibration of [IHI] is 
strongly coupled to the dissociation coordinate of the complex, it seems 
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Figure 18. Threshold photodetachment spectrum of LJ; = 0 peak in IHI- photoelectron 
spectrum. Point spacing is 0.1 nm. The energetic thresholds for the asymptotic levels I + HI 
( u  = 0, j = 11-16) are shown (Ref. 72). 
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reasonable that the higher-lying symmetric stretch level of the complex 
(peak B) should have a shorter lifetime. Similar trends have been observed 
in collinear scattering calculations on the C1 + HC173 and F + DBr74 reac- 
tions. 

The observation that the peaks associated with u; = 4 in Fig. 17 are 
narrower than the u; = 2 peaks in Fig. 16 is of interest. The u; = 4 peaks 
lie 0.49 eV above the I + HI ( u  = 0) asymptote compared to 0.30 eV for 
the levels with us = 2, and one might therefore expect the levels with 
higher total internal energy (the u; = 4 levels) to dissociate more rapidly. 
Our result shows that the u3 mode really is poorly coupled to dissociation 
of the complex, as discussed in Section IV.A.3. The narrower peaks for 
u; = 4 may be due to the deeper wells in the effective potentials for the 
higher u3 value (see Fig. S), or because dissociation of the complex through 
bending motion is less facile for u; = 4 than for u; = 2. The possible 
coupling between the antisymmetric stretch and bending vibration of the 
complex is discussed further below. 

Figure 18 shows the threshold photodetachment spectrum for the u; = 
0 levels of the complex. This feature, which appears as a single broad 
peak in the photoelectron spectrum, actually consists of a series of peaks 
spaced by an interval that increases from 20 to 25meV towards lower 
laser wavelength. This is quite distinct from the 12-meV interval seen in 
the other spectra. A possible assignment of these peaks is suggested 
by the approximate correspondence between the peak positions and the 
energetic thresholds for formation of the asymptotic levels I + HI ( u  = 0, 
j = 11-16) from photodetachment of IHI-. These thresholds, shown in 
Fig. 18, are drawn assuming the threshold for I + HI ( u  = 0, j = 0) is at 
3.79eV, well within the error bars of the value of EL-’ for IHI-, 
3.80 * 0.13 eV, used above. 

Our results therefore indicate that photodetachment is enhanced near 
the thresholds for formation of HI ( u  = 0) in high rotational states. This 
suggests that the peaks in the spectrum correspond to transitions to hin- 
dered rotor levels of the IHI complex which look like nearly free HI 
rotational states. Because the peak widths are comparable to their spacing, 
the spectrum implies that internal rotation of the HI is occurring on the 
same time scale as dissociation of the IHI (u3 = 0) complex. In other 
words, subsequent to photodetachment, the H atom, which initially lies 
between the two I atoms, rotates and becomes associated with one of the 
I atoms as the complex falls apart. Tannor and c o - ~ o r k e r s ~ ~  are currently 
working on three-dimensional time-dependent wavepacket studies of IHI ~ 

photodetachment which should provide further insight into the dissoci- 
ation dynamics of IHI (uj = 0). 

In his three-dimensional simulation of the IHI- photoelectron spec- 
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trum, S ~ h a t z ~ ~  observes peaks in the transitions to u; = 0 levels of the 
complex which correspond approximately to  asymptotic I + HI rotational 
energy levels. However, his results show significant intensity down to the 
I + HI ( j  = 0) level, suggesting that much lower-lying hindered rotor states 
of the complex are accessed in the simulation than in the experimental 
spectrum. Schatz’s calculations also show that these hindered rotor levels 
of IHI dissociate in a rotationally adiabatic manner.34 That is, the IHI level 
formed near the energy asymptote for I + HI ( u  = 0 , j )  predominantly 
dissociates to I + HI ( u  = 0 , j ) .  This is physically reasonable if the HI  
is already undergoing nearly free rotation in the complex. Hence, our 
experiment suggests that a more highly rotationally excited HI ( u  = 0) 
distribution results from dissociation of the complex formed by photo- 
detachment on the real I + HI potential energy surface than on the LEPS- 
A surface used in the simulations. This is likely to be intimately connected 
with differences in the bending potential and, possibly, the barrier height 
on the real and model surfaces. 

In summary, the IHI- threshold photodetachment results show that, 
at higher resolution, the 05 = 2 and 4 peaks seen in the photoelectron 
spectrum are qualitatively different from the u; = 0 peak. The threshold 
photodetachment spectrum of the u; = 2 and 4 features reveals vibrational 
progressions in quasi-bound symmetric stretch levels of the IHI complex, 
while the spectrum of the u; = 0 peak shows what appears to be a progres- 
sion in internal rotor levels of the IHI complex. The lack of resonance 
structure in the u; = 0 peak is reasonable in light of the expectation 
discussed above that resonances become more pronounced for higher u3 
levels of the IHI complex. 

The absence of the rotational structure underlying the u; = 0 peak in 
the u; = 2 and 4 peaks is more intriguing. It suggests that the bending 
motion of the complex resembles internal rotation only for the uj = 0 
level. If the effective bend potential is stiffer for the uj = 2 and 4 levels, 
and more closely resembles the bending normal vibration in a symmetric 
triatomic molecule, one might expect photodetachment from IHI- (u: = 
0) to have good Franck-Condon overlap only with the lowest bending 
level associated with these antisymmetric stretch levels of the IHI complex. 
This implies the effective bending potential depends strongly on the u3 
quantum number. One certainly might expect coupling between the bend- 
ing and antisymmetric stretch vibrations in the complex, since both are 
essentially H atom vibrations. This has been explored in a recent paper 
by K ~ b a c h , ’ ~  in which the eigenvalues and eigenfunctions of the two- 
dimensional antisymmetric stretch/bend Hamiltonian are determined as a 
function of interiodine distance. 

We now consider the implications of the higher resolution IHI- results 
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for the analysis of the BrHBr- photoelectron spectrum. A comparison of 
the IHI- simulations in Fig. 15 shows that the adiabatic bend approxi- 
mation used in the BrHBr- analysis does a reasonably accurate job repro- 
ducing the positions of resonances. However, this approximation is clearly 
inadequate if the complex dissociates in a noncollinear manner, and it 
therefore fails to reproduce the overall width and underlying rotational 
structure of the u; = 0 peak in the exact three-dimensional simulation. 

As discussed in Section IV.B, the best-fit Br + HBr surface was de- 
signed to reproduce the broad u; = 0 and 2 experimental peaks assuming 
these were single, homogeneous peaks. If these peaks consist of unre- 
solved progressions of the type predicted (and experimentally observed) 
for the 05 = 0 peak in the IHI- spectrum, then some revision of the 
proposed Br + HBr surface will be required. In particular, it should be 
possible to fit the data with a surface which is less repulsive in the Franck- 
Condon region. It is clearly worthwhile to obtain the threshold photo- 
detachment spectrum of BrHBr- to see if any of the broad peaks exhibit 
underlying structure at higher resolution, and these experiments will begin 
soon in our laboratory. 

V. ASYMMETRIC HYDROGEN EXCHANGE REACTIONS 

A. General Considerations 

This section describes the application of photodetachment spectroscopy 
to studies of the transition state region for reactions A + HB + HA + B, 
where A # B. A and B can be atomic or polyatomic species. These asym- 
metric reactions are of considerable chemical interest. In particular, stud- 
ies of reactions in which A and B are (unlike) halogen atoms have led to 
the formulation of many fundamental concepts in reaction dynamics. Sev- 
eral of the first product state-resolved experimental studies in chemical 
dynamics were performed on these On the theoretical side, 
c l a ~ s i c a l ~ ~ - ~ ~  and quantum m e ~ h a n i c a l ~ ~ . * ~ * ~ ~  scattering calculations have 
been carried out on model potential energy surfaces in order to understand 
the experimental results. Studies by Manz and on the 
F + DBr reaction predict sharp resonance structure, just as in the sym- 
metric reactions. 

Asymmetric hydrogen exchange reactions are therefore a tempting tar- 
get for photodetachment studies, since asymmetric AHB- anions are often 
as strongly hydrogen-bonded as the symmetric BrHBr- and IHI -anions. 
However, for an asymmetric reaction, one must consider the geometric 
overlap between the anion and neutral transition state more carefully than 
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for a symmetric reaction. This point has been emphasized by Brauman 
and co-worker8 in their study of ROHF- anions. 

For the Br + HBr/BrHBr- system, the BrHBr- anion is linear and 
centrosymmetric, and the major concern from the point of view of geomet- 
ric overlap is how close the equilibrium interhalogen distance in the anion 
is to the saddle point geometry on the neutral surface. For an asymmetric 
reaction such as Br + HI + HBr + I, one must also consider the location 
of the H atom in BrHI-, as this will determine whether photodetachment 
primarily accesses the reactant or product valley on the neutral potential 
energy surface. To first order, the H atom location is determined by the 
relative proton affinities of Br- and I-. Since the proton affinity of Br- 
is 0.40 eV higher than that of I- ,87 one expects the ion to look like I-nHBr, 
and a vertical photodetachment transition from the equilibrium geometry 
of the anion should land in the I + HBr product valley of the reaction. 
The photoelectron spectra of BrHI-, FHI-, and FHBr- will be discussed 
in Sections V.B and V.C as examples of asymmetric bihalide systems. 

We have also studied the reaction F + CH30H+ HF + CH30  by pho- 
toelectron spectroscopy of CH30HF-. In this case, the proton affinity of 
CH30- is 0.42 eV higher than that of F-,R7 the anion should look like 
CH30H-F-, and photodetachment should access the reactant valley and 
saddle-point region of the neutral potential energy surface. The photoelec- 
tron spectrum of CH30HF- is presented in Section V.D. 

B. Photoelectron Spectroscopy of BrHI- 

1. Results and Qualitative Analysis 

Figure 19 shows the photoelectron spectra of BrHI- and BrDI- taken at 
213 nm.5s Each spectrum shows two progressions of approximately evenly 
spaced peaks. The peaks labelled A and A* occur at the same electron 
kinetic energy in both spectra and are taken to be band origins of the 
progressions. The peak spacing within each progression in Fig. 19 is no- 
ticeably less in the BrDI- spectrum than in the BrHI- spectrum. The 
direction of this isotope shift shows we are observing progressions in the 
neutral BrHI complex in a vibrational mode primarily involving H atom 
motion. This is assigned to the u3 stretching mode of the BrHI complex. 
The A-A* separation in each spectrum is 0.90 f 0.02eV 
(7300 * 200 cm-'). This is slightly less than the spin-orbit splitting in 
atomic I (7600cm-') and suggests that the two progressions with band 
origins A and A* correspond to two electronic states of the BrHI complex 
which asymptotically correlate to HBr + I(2P3,2) and HBr + I*(zP1lz), re- 
spectively. The arrows at 2.07 and 1.36eV show the electron kinetic 
energies corresponding to formation of I + HBr ( u  = 0) ground-state prod- 
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Figure 19. Photoelectron spectra of BrHI- and BrDI- at 213 nm. Arrows at 2.07 and 
1.36eV show thresholds for formation of ground-state products 1(2P3/2) + HBr ( u  = 0) and 
ground-state reactants Br(2P3/2) + HI ( u  = 0). respectively. These thresholds are referred to 
in the text as product and reactant asymptotes. The spacing between the first few HBr and 
DBr vibrational levels is shown at the top of each spectrum. 

ucts and Br + HI ( u  = 0) ground-state reactants, respectively. All the 
peaks are due to states of the neutral complex with sufficient energy to 
dissociate to ground-state products. 

A comparison of the BrHI- and BrDI- spectrum with the symmetric 
bihalide spectra discussed previously shows two important differences. In 
the symmetric bihalide spectra, large variations in the peak widths were 
observed. In contrast, the peaks in Fig. 19 are all quite broad. In the 
BrHI- spectrum, for example, the peak widths in the ground state progres- 
sion are -170meV, somewhat wider than the peaks in the excited state 
progression (- 140 meV). Secondly, the symmetric XHX- spectra showed 
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Figure 20. Effective collinear LEPS potential energy surface for Br + HI reaction ob- 

tained from three-dimensional surface of Ref. 83. The surface is plotted using mass-weighted 
coordinates defined in Eq. (20). The skew angle (see Eq. 11) is 8.2”. The saddle point is 
marked by $. The estimated BrHI- equilibrium geometry (see text) is at the intersection of 
the dashed lines (Ref. 55). 

a substantial “red shift” in the u3 frequency relative to  diatomic HX. 
Figure 19 shows that the peak spacings in the BrHI- and BrDI- spectra 
closely parallel the first few vibrational energy levels HBr and DBr. The 
peak spacings are, on the average, only 200 cm-’ less than the vibrational 
frequency of HBr or DBr. 

The differences between the BrHI- and BrDI- spectra and the sym- 
metric bihalide spectra will now be explored within the framework of the 
time-independent and time-dependent methods discussed in the previous 
sections, with the ultimate goal of simulating the ground-state progressions 
in the spectra. The BrHI- and BrDI- anions are not well characterized; 
only the u3 fundamentals have been measured in a matrix88 (920 and 
728 cm- ’ , respectively). No high-level ab initio calculations have been 
performed on BrHI- to determine the <on geometry, although the ions are 
expected to be linear, based on ab initio studies of FHCI- and FHBr-.89 A 
LEPS potential energy surface for the Br + HI reaction has been proposed 
by Broida and PerskyS3 (the BP surface). This surface was constructed on 
the basis of quasi-classical trajectory calculations which reproduce the 
reaction rate constant’’ and HBr product vibrational distribution.” We 
use the BP surface in our simulations without modification and vary the 
anion geometry (see below) to achieve optimal agreement with the experi- 
mental photoelectron spectra. This yields a qualitative understanding of 
the features in the photoelectron spectra. In order to actually extract new 
information on the Br + HI surface from our spectra, further characteriz- 
ation of the ion geometry is required. 

The BP surface has a collinear minimum energy path and a 0.88 kJ/mol 
barrier which lies in the Br + HI reactant channel. Figure 20 shows the 
effective collinear potential energy surface obtained from the three-dimen- 
sional BP surface. The surface is plotted using the mass-weighted coordi- 
nates x and y, where 
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Here RI,HBr is the separation between the I atom and the HBr center of 
mass. Note that for the heavy + light-heavy mass combination, x2  * y 2 ,  
and therefore x = p (see Eq. 13). 

The mass-weighted coordinates x and y are assumed to be proportional 
to the normal coordinates for the u1 and u3 modes, respectively, for the 
anion. The u3 stretch potential for the anion is approximated by a Morse 
potential: 

Here R,(HBr) is the equilibrium H-Br separation in the anion. D, and 
p are fixed by the matrix isolation values for the u3 frequency in BrHI- 
and BrDI-.88 The u1 potential is assumed to be a harmonic oscillator 
potential with frequency 100 cm-’ centered at Re(IBr), the equilibrium 
interhalogen distance in the anion. The values of R,(IBr) and R,(HBr) 
affect the peak spacings and intensities, respectively, in the simulated 
photoelectron spectrum, and were adjusted in order to optimize agreement 
between a one-dimensional simulation and e~periment . ’~ The best agree- 
ment is obtained for R,(IBr) = 3.88A (x ,  = 27.1& Eq. 20) and 
R,(HBr) = 1.55 A. This assumed’equilibrium geometry for the anion is 
indicated in Fig. 20 at the intersection of the dashed lines. 

The anion equilibrium geometry shown in Fig. 20 indicates that photo- 
detachment primarily accesses the I + HBr product valley, as expected 
based on the relative proton affinities of I -  and Br-. In this region of the 
potential energy surface, the nascent HBr bond is nearly fully formed. 
This is consistent with the experimental observation that the peak spacing 
in the u3 progression is only slightly less than the vibrational frequency in 
diatomic HBr. Good geometric overlap with the product valley is also 
consistent with the overall intensity distribution in the spectra; the most 
intense peak occurs near the I + HBr product asymptote (arrow at 2.07 eV 
in Fig. 19), and the peak intensity decreases as the Br + HI reactant 
asymptote (arrow at 1.36 eV) is approached. 

These points can be illustrated further with the aid of Fig. 21, which 
shows the u3 potential for the anion (Eq. 22) and the approximate u3 
potential for the neutral resulting from taking a cut through the BP poten- 
tial energy surface at x = x,. The latter is an asymmetric double minimum 
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Figure 21. Anion and neutral 03 p9- 
tentials used in one-dimensional analysis 
of BrHI- spectrum. Eigenstates are la- 
belled by u3 quantum number. Tick 
marks on vertical axis are spaced by 
0.2 eV (Ref. 55). 

potential with the minimum in the I + HBr valley lying 0.58 eV below the 
minimum in the Br + HI valley. The first few eigenvalues of both poten- 
tials are shown. A one-dimensional Franck-Condon simulation (see Ref. 
55) shows that the u[; = 0 level of the anion has the best Franck-Condon 
overlap with the neutral u; = 0, 1, and 3 levels; these are localized in the 
I + HBr valley and look like perturbed HBr vibrational levels. Transitions 
to the u; = 0, 1, and 3 levels result in the three highest energy peaks in 
the BrHI- photoelectron spectrum. The one-dimensional analysis predicts 
the u; = 0 peak to be the most intense, in agreement with experiment. 
Although the u; = 2 and 3 levels are nearly degenerate, the u; = 2 eigen- 
function is localized in the Br + HI well and has very little overlap with 
the BrHI- (u: = 0) level. 

We next consider the origin of the uniformly broad peaks in the BrHI- 
and BrDI- spectra. In contrast to the photodetachment of symmetric 
bihalides, photodetachment of BrHI- accesses a more repulsive region of 
the potential energy surface, namely, the exit valley of an exothermic 
reaction. One therefore expects rapid dissociation of the BrHI complex, 
consistent with the broad peaks observed in the photoelectron spectra. 

This point can be explored in more detail with reference to Fig. 22, 
which shows the vibrationally adiabatic potentials E , ~ (  p) obtained by solv- 
ing Eq. (16) for the potential energy surface in Fig. 20.91 (Recall p = x 
for this reaction.) These curves correlate asymptotically to various I + 
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Figure 22. Vibrationally adiabatic 
curves eu,(p) (Eq. 16) for Br + HI reaction 
derived from surface in Fig. 20. The vertical 
dashed line indicates pe for BrHI-. The level 
numbering is the same as in Fig. 21. The 
Br + HI(u = 0.1) and I + HBr(u = 0-3) 
asymptotic levels are indicated. The appar- 
ent intersections of some of the curves are 
actually weakly avoided crossings. 

HBr(u) and Br + HI (0) levels, as indicated in Fig. 22. The dashed vertical 
line in Fig. 22 indicates pe for BrHI-. The intersections of the adiabatic 
curves with this line are the us energy levels of the BrHI complex shown 
in Fig. 21, and the curves are numbered accordingly. As discussed above, 
the ul; = 0 level of BrHI- has good Franck-Condon overlap with the u$ 
= 0, 1, and 3 levels. The corresponding adiabatic curves are repulsive, 

and transitions to these curves should yield broad peaks in the photoelec- 
tron spectrum. Note that these curves correlate diabatically with the 
I + HBr ( u  = 0, 1, and 2) product states. While several of the adiabatic 
curves (2, 4) have wells which could support resonance states, the u3 
wavefunctions near pe for these curves are localized in the Br + HI valley 
and have little overlap with the ground state of BrHI-. The curves with 
wells in the transition state region all correlate diabatically to Br + HI 
reactant states. 

2. Time-Dependent Simulations of the Spectra 

In this section, the two-dimensional time-dependent wavepacket analysis 
discussed in Sections 1II.B and IV.A.5 will be used to simulate the ground 
electronic state progressions in the BrHI- and BrDI- photoelectron spec- 
tra and to probe the underlying dynamics.’’ Figure 23 shows the initial 
wavepacket, 4(t = 0), which results from projecting the ground-state vi- 
brational wavefunction of BrHI- onto the BP effective collinear potential 



TRANSITION STATE SPECTROSCOPY OF BIMOLECULAR REACTIONS 45 

t = 0.0 fs. t = 20.1 fs. 
3.15 3.15 

265 265 

n 215 *s n 215 *s 
x 165 x 165 

115 115 

0.65 
22 275 33 385 44 

0." 
22 275 33 385 44 

x (4 x (A) 
la 1 

t = 40.3 fs. t = 100.7 fs. 
3.15 

265 

215 

165 

115 

n -55 
x 

3.15 

265 

215 

165 

115 

0.65 1-- 
22 27.5 33 38.5 44 

0.65 
22 27.5 33 38.5 44 

x (4 x (4 
(b) 

Figure 23. Evolution of initially prepared wavepacket &O) on Br + HI potential energy 
surface shown in Fig. 20 (Ref. 55). 

energy surface. This shows that photodetachment primarily accesses the 
product side of the Br + HI surface, as discussed in the previous sections. 
However, $(O) does have some amplitude at the saddle-point region of 
the potential energy surface and therefore will have small but nonzero 
overlap with states localized in the Br + HI valley. 

Figure 23 also shows the time evolution of the initial wavepacket on 
the Br + HI surface. At early times ( t  < 60 fs), we observe rapid oscillation 
of the wavepacket along the y (u3) coordinate, and slower movement of 
the wavepacket along the x coordinate. While the wavepacket in this time 
interval has some amplitude in the Br + HI reactant valley, the bulk of 
the wavepacket remains in the I + HBr product valley. This is in contrast 
to the wavepacket simulations on our best-fit Br + HBr surface (Fig. 10). 
In those simulations, due to the higher symmetry of the anion and neutral, 
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the wavepacket splits evenly between the two valleys of the Br + HBr 
potential energy surface. 

At longer times, t > 60fs, several trends are noticeable. By this time, 
most of the wavepacket has moved out of the initial region accessed by 
photodetachment, so we expect (4(t))+(O)) to be small. Most of the 
wavepacket remains confined to the I + HBr product valley. The spread- 
ing of this portion of the wavepacket along the x coordinate is quite 
evident for t > 200 fs; from the leading edge (at higher x )  to the tail there 
is an increasing number of nodes along the y coordinate. This suggests 
that those states localized in the product valley with higher us excitation 
dissociate more slowly. This effect is consistent with the observation that 
the repulsive adiabatic curves in Fig. 22 are less steep at higher levels of 
excitation. 
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Figure 24. Modulus of time-autocor- 
relation function IC(r)l obtained from wa- 0.0 , . . .  

0 100 200 300 vepacket propagation on Br + HI surface 
Time (fenitoseconds) shown in Fig. 20 (Ref. 55). 

Even at the longest time, t = 966 fs (Fig. 23d), the wavepacket still has 
some amplitude near the transition state region. This occurs because the 
BP potential energy surface does support resonances, and some of the 
quasi-bound states responsible for these resonances have nonzero overlap 
with the ground state of the anion. The wavefunction in Fig. 23d represents 
a superposition of these quasi-bound states, but the most noticeable fea- 
ture of this wavefunction is the four nodes along the y coordinate. This 
indicates that u3 = 4 for the dominant resonance state. 

Figure 24 shows the modulus of the autocorrelation function IC(t)l (Eq. 
8) obtained from propagating Q(0) on the BP surface. The correspondence 
between the wavefunctions in Fig. 23 and IC(t)l is quite clear. At times 
t < 60 fs, IC(t)l exhibits a fast oscillation whose period corresponds to the 
u3 motion of the BrHI complex. This decays after about 60fs, indicating 
that dissociation of the complex is occurring on this time scale. Thus, as 
in the Br + HBr analysis, the simulations show fast vibrational motion, 
primarily involving the H atom, occurring as the complex dissociates. At  
longer times (t > 200fs), we see that IC(t)l does not become zero, but 
instead shows a persistent oscillation. This results from the small resonance 
contribution to the simulated spectrum; Fig. 24 shows that even at t = 
300fs, there is some residual overlap with the initial wavepacket due to 
quasi-bound states localized near the transition state region. 

Finally, we simulate the BrHI- and BrDI- photoelectron spectra by 
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Figure 25. Simulated photoelectron 
spectra (solid) for (top) BrHI- and (bot- 
tom) BrDI- from two-dimensional calcu- 
lation. The simulations are shifted so that 
the 0-0 transitions line up with the experi- 
mental spectra (-) and have been 
convoluted with the instrumental resol- 
ution function (Ref. 55) .  

0.0 1.0 2.0 3.0 

0 

taking the Fourier transform of C(t )  (Eq. 7). The results convoluted with 
our experimental resolution are shown in Fig. 25. The five peaks in the 
BrHI- simulation result from transitions to the u; = 0, 1, 3, 4, and 5 levels 
of the complex. The intensity of the transition to the u5 = 2 level is too 
small to be seen. Figure 22 shows that the vibrationally adiabatic curve 
for the 05 = 4 level, which diabatically correlates to Br + HI ( u  = l), has 
a well which should support resonances. Indeed, if we Fourier transform 
C ( t )  assuming a somewhat higher instrumental resolution of 4 meV,55 we 
find the weak LJ; = 4 peak at 1.2 eV does consist of a progression of closely 
spaced u1 levels of the complex. However, the overall contribution of 
resonances to the simulation is quite small, as expected based on our 
wavepacket dynamics calculations. 

The first three peaks in the BrHI- simulation (those at  highest electron 
kinetic energy) line up well with the experimental peaks, as do the first 
four peaks in the BrDI- simulation. The excited state progression in the 
experimental spectra makes it difficult to compare the remaining simulated 
peaks with experiment, although shoulders appear on the high-energy side 
of the first excited-state peak in each spectrum near the energies of the 
lowest energy peaks in the simulations. As discussed above, the agreement 
between the peak positions and intensities in the experimental and simul- 
ated spectra results from assuming the BP surface is correct and optimizing 
the anion geometry. The analysis therefore shows that we can reproduce 
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experimental peak positions and intensities using a reasonable ion geome- 
try and neutral potential energy surface. 

However, the peak widths in the simulations are considerably narrower 
than the experimental peak widths. Here, as in the BrHBr- analysis, one 
must consider if this discrepancy results from deficiencies in the BP sur- 
face, or if the effective collinear approximation artificially constrains the 
peak widths as it only allows for collinear decay of the complex. This can 
clearly be answered by performing three-dimensional simulations of the 
BrHI- spectrum using the same anion geometry and neutral potential 
energy surface. 

3. Excited Electronic States in the BrHI- Photoelectron Spectrum 

As discused in Section V.B.l ,  the photoelectron spectra of BrHI- and 
BrDI- show an additional progression which has been assigned to an 
excited state of the complex that asymptotically correlates to spin-orbit 
excited I*(’PIl2) + HBr (DBr). This section discusses the role of excited 
electronic states in these photoelectron spectra in more detail. The effects 
of spin-orbit excitation in the Br + HI and F + HBr reactions have been 
studied previously by Bergmann” and H e p b ~ r n , ~ ~  respectively. 

Figure 26 shows an electronic correlation diagram for the Br + H I  
reaction, assuming C,, symmetry. Let us consider the product side of this 
diagram, since this is the region of the Br + HI surface most relevant to 
our experiment. In the asymptotic region of the product valley, the 
ground- and first-excited electronic state are separated by the spin-orbit 
splitting between the I(2P312) and I*(’PIl2) states, 7600 cm-’. Closer to  
the transition state region, the HBr perturbs the spherical symmetry of 
the I atom. In this region, Hund’s case (c) coupling is appropriate: J ,  the 
electronic and spin-angular momentum of the I atom, is no longer a good 
quantum number, but a, the projection of J on the internuclear axis, is 
a good quantum number. The interaction of HBr with a ground state I 
atom splits the degenerate I(’P3/’) state into the X ( a  = 1/2) and I ( a  = 
3/2) states, and the II(a = 1/2) state results from the interaction of HBr 
with I*(2P112). At even smaller interhalogen distances, where all three 
atoms strongly interact, Hund’s case (a) coupling is more appropriate. 
The X(1/2) and II(1/2) states are mixed, yielding the 2Z2 and ’lIll2 states 
in the diagram, while the I(3/2) state is more appropriately labelled as 

II312. The two *II states correlate diabatically to excited-state reactants 
and should lie much higher than the ’ZlI2 state in this region. 

Since the energy interval between the two progressions in the BrHI- 
and BrDI- photoelectron spectra, 7300 cm-’, is very close to the asymp- 
totic spin-orbit splitting in atomic I, it appears that Hund’s case (c) coup- 
ling is appropriate for describing the electronic states probed in our experi- 

2 
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Figure 26. Electronic correlation diagram for Br + HI reaction assuming C,, symmetry. 
The region between the dashed lines is where Hund's case (a) is appropriate (Ref. 55). 

ment. In other words, the electronic state structure of the BrHI complex 
in the geometry resulting from photodetachment of BrHI- is clearly 
recognizable as that of an I atom slightly perturbed by its interaction with 
HBr. On the other hand, the vibrational structure in the ground- and 
excited-state progressions is quite similar. This indicates that, in the geo- 
metry probed by photodetachment, the distortion of the HBr bond is 
approximately independent of the I atom electronic state, and the ground- 
and spin-orbit excited-state potential energy surfaces are not very different 
in the I + HBr exit valley. 

The observation of two, rather than three, electronic states in the 
photoelectron spectra indicates that the splitting of the I(2P312) state by 
the HBr is too small to resolve in our experiment. However, the peaks 
in the ground-state progression are, on the average, 0.020 eV broader 
than in the excited state progression (0.170 eV vs. 0.150 eV). This could 
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mean that each ground-state peak is actually composed, for example, of 
two 0.150-eV wide peaks split by a 0.020-eV X(1/2)-1(3/2) interval; the 
sum of two such peaks would yield a single peak in the photoelectron 
spectrum. A stronger interaction between the halogen atom and HX 
molecule should yield three distinct electronic states in the photoelectron 
spectrum. Examples in which this is the case are presented in the next 
section. 

C. Photoelectron Spectroscopy of FHI- and FHBr- 

The photoelectron spectra of FHI-, FHBr-, and their deuterated analogs 
are shown in Figs. 27 and 28. The proton affinity of F- is substantially 
higher than that of Br- and I- (2.07 and 2.47 eV, respectively8'), and the 
F + HI and F + HBr reactions are highly exothermic (2.815 and 2.111 eV, 
respectively). Therefore, photodetachment should access the repulsive 
HF + I (Br) product valley in both cases, just as in BrHI- photodetach- 
ment. However, although the spectra in Figs. 27 and 28 show resolved 
features, they are qualitatively different from the BrHI-/BrDI- spectra 
in that no isotope shifts are observed. The FHI- and FDI- spectra each 
show three peaks labelled X, Y, and Z. These peaks occur at identical 
energies in both spectra. The X-Y spacing is 0.151 eV (1220 cm-'), and 
the X-Z spacing is 1.045 eV (8430 cm-'). Three peaks clearly analogous 
to these appear in the FHBr- and FDBr- spectra. In both spectra, the X- 
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Y and X-Z spacings are 0.121 eV (980 cm-') and 0.600 eV (4820 cm-'), 
respectively. 

The absence of an isotope shift in these spectra suggests that peaks X, 
Y, and Z are due to transitions to three distinct electronic states of the 
neutral complex. In the FHI- spectrum, the X-Z spacing is 0.102eV 
larger than the spin-orbit splitting in atomic I, while the X-Z spacing in 
the FHBr- spectrum is 0.150eV larger than the 2P3/2-2P1/2 splitting in 
atomic Br (0.450 eV). With reference to the correlation diagram (Fig. 26), 
the peak pattern in the FHI- and FHBr- spectra is what would be 
expected if the neutral complex formed by photodetachment can be de- 
scribed by a Br or I atom interacting with HF. The larger deviation from 
the atomic spin-orbit splitting in these spectra compared to the BrHI- 
spectrum indicates that this electronic interaction is stronger in the FHBr 
and FHI complexes. This is consistent with the observation of three dis- 
tinct electronic states in the FHI- and FHBr- spectra compared to only 
two in the BrHI- spectrum. The closely spaced X and Y peaks are 
assigned to the two states that result when degeneracy of the Br or 
I(2P3,2) ground state is noticeably split by its interaction with HF. 

The FHI- and FHBr- spectra also differ from the BrHI- spectrum in 
that they do not exhibit a vibrational progression in the u3 mode; only 
Av3 = 0 transitions are observed. For this to occur, the u3 potentials for the 
anion and neutral (see Fig. 21) must be similar near the anion equilibrium 



TRANSITION STATE SPECTROSCOPY OF BIMOLECULAR REACTIONS 53 

geometry. A recent ab initio calculation of the FHBr- equilbrium geome- 
try by Sannigrahi and P e y e r i m h ~ f f ~ ~  yields R,(HF) = 0.945 8, and 
R,(HBr) = 1.824 A. The H-F separation is very close to Re = 0.917 8, in 
diatomic HF, while the H-Br separation is considerably greater than Re = 
1.413 8, in diatomic HBr.94 This means that FHBr- can be thought of as 

an essentially intact HF  molecule complexed to Br-. Near the equilibrium 
geometry, RH-F is the appropriate u3 coordinate for FHBr-, and the u3 
potential for FHBr- is very similar to the potential function for HF. The 
highly asymmetric ab initio structure is reasonable as the proton affinity 
of F- is much higher than that of Br-. A similar highly asymmetric 
geometry and u3 potential are expected for FHI-. 

The lack of a u3 progression in the photoelectron spectra therefore 
means that the neutral u3 potentials for the FHBr and FHI complexes must 
also resemble the potential for diatomic HF, at least near the mimimum in 
the potential function. This is a reasonable expectation. The F + HI and 
F + HBr reactions are highly exothermic, so the double minimum u3 
potential should be highly asymmetric with the X + H F  product valley 
side much lower in energy than the F + HX reactant valley side. One 
therefore expects the lowest few u3 levels to look like isolated HF  vi- 
brational energy levels. The neutral u3 wavefunctions will begin to deviate 
from diatomic HF wavefunctions only near the energy of the second 
(reactant) minimum in the u3 potential; these highly excited levels have 
no Franck-Condon overlap with the u; = 0 levels of FHBr- and FHI-. 

In summary, the photoelectron spectra show that in the neutral complex 
resulting from photodetachment of FHI- and FHBr-, the H F  interacts 
with the I or Br atom strongly enough to noticeably perturb its electronic 
structure. One is still in the Hund’s case (c) regime, since the spin-orbit 
splitting in the halogen atom is larger than the X(1/2)-1(3/2) splitting, but 
the deviation from the energy levels of the isolated halogen atom is 
noticeably larger than in the BrHI complex. Although the electronic inter- 
actions in the FHI and FHBr complexes are stronger than in the BrHI 
complex, the H F  bond is less perturbed in the former systems than the 
HBr bond is in the latter, since the BrHI- spectra shows a vibrational 
progression while the FHI- and FHBr- spectra do not. Finally, we note 
that although the calculations by Manz and c o - ~ o r k e r s ~ ~ ” ~ * ~ ~  on the 
F + DBr reaction predict strong resonances, the highly excited u3 states 
responsible for the resonances have nearly zero overlap with the anion 
ground state. 

D. Photoelectron Spectroscopy of CH30HF- and CH30DF- 

The photoelectron spectra of the asymmetric bihalide anions discussed in 
Sections V.B and V.C are sensitive to features of the product valley of 
the potential energy surface for the corresponding neutral reaction, and 
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are relatively insensitive to the entrance valley and saddle-point region. 
This is the case for all of the asymmetric bihalides, not just the ones 
discussed above. The nature of the product valley in an exothermic reac- 
tion is of considerable interest since it plays a major role in the partitioning 
of excess energy among product degrees of freedom. On the other hand, 
it was pointed out in Section V.A that photodetachment of CH30HF- 
should access the reactant valley saddle-point region of the reaction 
F + CH30H+ HF + CH30. This is arguably the most important region 
of the potential energy surface as it includes the barrier along the minimum 
energy path and the classical transition state. The CH30HF-/F + CH30H 
system is also of interest as it presents an opportunity to extend our 
method to reactions involving polyatomic species. In this section, the 
photoelectron spectrum of CH30HF- is presented and compared to the 
asymmetric bihalide spectra. 

The F + CH30H reaction has been the subject of both kinetics95 and 
product state-resolved  experiment^.^^-^' Hydrogen abstraction by the F 
atom can yield either CH30 or CH20H. Although CHIOH production is 
more exothermic (176.6 kJ/mol vs. 134.7 kJ/mol at 298 K), the CH30 
channel dominates at room temperature .95 In the CH30HF- anion, F- 
will preferentially bind to the hydroxyl hydrogen since this is considerably 
more acidic than the methyl hydrogens in CH30H.99 Thus, only the 
transition state region for the CH30 channel is probed in our experiment. 

The photoelectron spectra of CH30HF- and CH30DF- at 213 nm are 
shown in Fig. 29. The spectra show resolved features, although they are 
more complex than the spectra of the triatomic anions discussed pre- 
viously. The product and reactant asymptotes are indicated by the arrows 
at electron kinetic energies of 2.59 and 1.17 eV, respectively. These are 
based on the CH30H-F- binding energy of 1.28 eV determined by Larson 
and M ~ M a h o n . ~ ~  

The most prominent feature in the CH30HF- spectrum is the set of 
four steps with onsets at 2.69, 2.24, 1.85, and 1.54eV. The interval be- 
tween the two highest energy steps is 0.45 eV (3630 cm-') and decreases 
to 0.31 eV (2500cm-') between the two lowest energy steps. In the 
CH30DF- spectrum, a clear isotope effect is apparent; six more closely 
spaced steps occur in the same energy range. Thus, the steps appear to 
correspond to a vibrational progression in the neutral CH30HF complex. 
The isotope shift and the magnitude of the interval between the steps 
suggests this progression involves a vibrational mode analogous to the u3 
mode seen in the bihalide photoelectron spectra in which the light H atom 
is vibrating between the much heavier F atom and CH30 group in the 
neutral complex. The steps occur at energies where only the CH30 + HF 
products are accessible, but the intervals between the steps are consider- 
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Figure 29. 213-nrn photoelectron spec- 
tra of CH30HF- and CH30DF-. Arrows 

ably less than the HF fundamental (3958 cm-'). This shows we are close 
to the transition state region on the F + CH30H surface. 

In contrast to the BrHI- spectrum, the intensity in the CH30HF- 
spectrum is small at the product asymptote and builds as the reactant 
asymptote is approached. This is a consequence of the improved Franck- 
Condon overlap between the anion and reactant valley of the neutral 
potential energy surface. If one approximates CH30HF-/F + CH30H as 
a three-atom AHB-/A + HB system, the neutral potential energy surface 
for the collinear geometry will resemble the surface in Fig. 20, and the 
effective us potential will look like the double minimum potential in Fig. 
21. However, the minimum in the anion u3 potential will lie somewhere 
under the reactant minimum of the neutral potential. The anion ground 
state will therefore have poor overlap with the lowest neutral u3 levels, 
as these are localized in the product minimum, but better overlap with 
the higher u3 levels is expected. Thus, the overall intensity distribution in 
the CH30HF- spectrum is reasonable in light of this simple one-dimen- 
sional picture. 

The step structure in the CH30HF- photoelectron spectrum is quite 
different from the well-resolved peaks in the bihalide spectra. This raises 
the question of homogeneous vs. inhomogeneous features in these spectra. 
Since we are photodetaching a polyatomic anion it is possible that other 

Figure 29. 213-nrn photoelectron spec- 
tra of CH30HF- and CH30DF-. Arrows 
indicate product and reactant asymptotes 
(see text). Step onsets are indicated with 
short vertical lines. ELECTRON KINETIC ENERGY (eV) 
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modes in addition to the "u3 mode" may be active in the photoelectron 
spectrum, and that the steps represent clumps of unresolved transitions. 

Another possibility is that the broad step structure results from the 
dynamics on the F + CH30H potential energy surface. The steps occur 
between the product and reactant asymptotes, and therefore correspond 
to states of the complex that dissociate to HF + CH,O but not 
F + CH30H. The dissociation energy of CH30HF- (1.28 eV) is consider- 
ably larger than that of BrHI- (0.70 eV),57 FHI- (0.65 eV),'" and FHBr- 
(0.74 eV).'" The more tightly bound anion leads one to expect the neutral 
complex to be more compact. Treating CH30HF- as a triatomic linear 
anion, this means the dashed vertical line in Fig. 20, which in this case 
corresponds to RO+ at the equilibrium geometry of the anion, should be 
moved in to a smaller value of x than is appropriate for BrHI- photodet- 
achment. At such a value, the product valley is more repulsive, leading 
one to expect that levels of the complex localized in the product valley 
will dissociate more rapidly. 

On the other hand, since the F + CH30H reaction is thought to have 
a small barrier, the reactant valley and saddle-point region of the potential 
energy surface should be quite flat, and states of the complex localized in 
this region should have relatively long lifetimes. Indeed, several distinct 
peaks appear in the CH301-II- photoelectron spectrum at electron ener- 
gies where F + CH30H reactants are accessible as dissociation products 
of the complex. The observation of relatively narrow peaks in one region 
of the spectrum and broad steps in another may therefore be an indication 
of state-specific dissociation dynamics in the CH30HF complex. 

The explanation of the CH30HF- spectrum in terms of dissociation 
dynamics on a collinear three-atom potential energy surface is somewhat 
of an oversimplification, and it seems likely that the polyatomic nature of 
the system contributes to the complexity of the spectrum. However, we 
have recently obtained the photoelectron spectrum of FHO- and found 
it to be remarkably similar to the CH30HF- spectrum."' This suggests 
that three-atom dynamics may explain a good fraction of the CH30HF- 
spectrum. This is clearly a subject that warrants further investigation in 
the near future. 

VI. SUMMARY 

This chapter has summarized several studies of the transition state region 
in bimolecular reactions using negative ion photodetachment. The results 
presented here show how photoelectron spectroscopy and threshold 
photodetachment spectroscopy can provide a detailed picture of the 
spectroscopy and dissociation dynamics of a complex formed in the transi- 
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tion state region of a reactive potential energy surface. The higher resol- 
ution threshold photodetachment results are of particular interest as they 
represent the definitive observation of reactive resonances in the I + HI 
reaction. Although much of the work so far has focused on hydrogen 
exchange between two halogen atoms, the results in Section V.D show 
that these methods can be applied to polyatomic systems as well. Future 
applications of these methods will focus on studies of other polyatomic 
reactions as well as experiments in which reactions are initiated by photod- 
etaching bihalide anions embedded in clusters of known size."* 
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