
Electronic relaxation dynamics in large anionic water clusters:
„H2O…n

− and „D2O…n
−
„n=25–200…

Graham B. Griffin,1 Ryan M. Young,1 Oli T. Ehrler,1 and Daniel M. Neumark1,2,a�

1Department of Chemistry, University of California, Berkeley, California 94720, USA
2Chemical Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

�Received 29 September 2009; accepted 22 October 2009; published online 16 November 2009�

Electronic relaxation dynamics subsequent to s→p excitation of the excess electron in large anionic
water clusters, �H2O�n

− and �D2O�n
− with 25�n�200, were investigated using time-resolved

photoelectron imaging. Experimental improvements have enabled considerably larger clusters to be
probed than in previous work, and the temporal resolution of the instrument has been improved.
New trends are seen in the size-dependent p-state lifetimes for clusters with n�70, suggesting a
significant change in the electron-water interaction for clusters in this size range. Extrapolating the
results for these larger clusters to the infinite-size limit yields internal conversion lifetimes �IC of 60
and 160 fs for electrons dissolved in H2O and D2O, respectively. In addition, the time-evolving
spectra show evidence for solvent relaxation in the excited electronic state prior to internal
conversion and in the ground state subsequent to internal conversion. Relaxation in the excited state
appears to occur on a time scale similar to that of internal conversion, while ground state solvent
dynamics occur on a �1 ps time scale, in reasonable agreement with previous measurements on
water cluster anions and electrons solvated in liquid water. © 2009 American Institute of Physics.
�doi:10.1063/1.3263419�

I. INTRODUCTION

The hydrated electron, eaq
− , was first observed by Hart

and Boag1,2 in 1962 as a broad transient absorption feature
appearing around 720 nm following radiolysis of neat water
and aqueous salt solutions. Since then, the hydrated electron
has emerged as a key species in condensed phase chemistry.
From a purely fundamental perspective, it represents the sim-
plest quantum mechanical solute,3 and it plays a key role in
radiation chemistry and biology.4,5 Many properties of eaq

− are
consistent with the “cavity” model, in which this species
resides in a solvent cavity with a radius of 2–3 Å.6,7 The 720
nm band can then be understood as an
s→p excitation of the electron within this roughly spherical
cavity.3,8–10

There is considerable interest in understanding the
mechanism by which hydrated electrons formed by ioniza-
tion of water relax to their ground state11–17 and, more spe-
cifically, how these dynamics proceed subsequent to s→p
excitation.18–25 This paper presents new results in our ongo-
ing effort to understand the relaxation dynamics of eaq

− by
performing time-resolved experiments on water cluster an-
ions, �H2O�n

−, the gas phase analog of the hydrated electron.
In aqueous solution, the relaxation of p-state electrons

produced by s→p excitation is generally interpreted using
the model presented in Fig. 1�a�,26–28

p�→
�p

p→
�IC

s�→
�s

s . �1�

In this scheme, p� and s� refer to excited and ground elec-
tronic state electrons in nonequilibrium solvent configura-
tions formed by optical excitation and internal conversion
�IC�, respectively, while p and s refer to relaxed solvent con-
figurations in the two electronic states. The time constants �p,
�IC, and �s refer to excited state solvent relaxation, p→s� IC,
and ground state solvent relaxation, respectively.

Transient absorption measurements yield three relax-
ation time scales: �1�30–80 fs, �2�200–300 fs, and
�3�1.1 ps,18,21–23 with �1 slower in deuterated water by a
factor of �1.4–1.6.18,22 Assignment of these measured time
scales to the relaxation processes of Eq. �1� has been contro-
versial. For example, in the “adiabatic” model of hydrated
electron dynamics,18,21,23,27,29,30 the fastest measured time
scale is attributed to solvent relaxation in the excited state
��1=�p�, with IC to the ground state occurring on a slower
time scale ��2=�IC�. The interpretation of the time constants
is very different in the “nonadiabatic” model,14,22,31 in which
the fastest observed relaxation time scale is assigned to IC
��1=�IC�, while the slower two time scales are assigned
to solvent relaxation in the ground electronic state ��2=�s;
�3=�s��.

These considerations motivated previous experiments on
the time-resolved photoelectron spectroscopy32 �PES� of wa-
ter cluster anions, �H2O�n

−, both in our group33,34 and
elsewhere.35,36 Experiments of this type can directly yield IC
lifetimes, in contrast to condensed phase transient absorption
measurements, and thus provide a stringent test of the pro-
posed relaxation models for eaq

− .
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Water cluster anions, �H2O�n
−, have been widely studied

since they were first observed in 1984,37 in part because they
can serve as a model system for the condensed phase hy-
drated electron.38 These clusters have been studied using
many experimental techniques, including electronic
spectroscopy,39 one-photon PES,40–44 femtosecond time-
resolved PES,33–36 and infrared photodissociation
spectroscopy.45–47 These investigations have been both moti-
vated and complemented by numerous theoretical studies of
water cluster anion structure and dynamics using quantum
path integral methods,48–50 electronic structure
computations,51–56 and both mixed quantum-classical57–59

and ab initio60,61 molecular dynamics calculations. The key
results, which have been recently reviewed,62,63 are that �i�
multiple isomers of water clusters can be formed over a wide
size range �up to n=200�,42 �ii� for the isomer that binds the
electron most strongly �isomer I�, the excess electron is
bound by a single unique water molecule at the surface of the
cluster up to size n=25,46 although there is evidence that the
electron binding motif changes in larger clusters,47 �iii� there
is considerable debate about how large a water cluster anion
has to be for the excess electron to be internally solvated,57,58

and �iv� upon excitation of the s→p transition in the cluster

anion, the lifetime of the p-state with respect to IC is exceed-
ingly short, extrapolating to �IC=50 fs as n→� for �H2O�n

−

clusters.34

Measurements of excited state lifetimes are particularly
relevant to the issues addressed in this paper. Results from
these experiments can be interpreted in a framework similar
to that used in the condensed phase transient absorption mea-
surements, as diagramed in Fig. 1�a�. Clusters also have an
s-like ground state and a p-like excited state, and, in prin-
ciple, can undergo similar dynamical processes �IC and sol-
vent reorganization on both ground and excited states� sub-
sequent to excitation. Early time-resolved experiments by
Weber et al.,35 on �H2O�n

− clusters with n=20–100 estab-
lished an upper limit of �150 fs for the lifetime of the ex-
cited state. More recently, time-resolved photoelectron imag-
ing experiments by Bragg et al.33,34 based on the scheme
outlined in Fig. 1�b� measured excited state lifetimes in iso-
mer I clusters with n�50 �and n�100 for deuterated clus-
ters�, yielding IC time constants �IC as fast as �130 fs, for
�H2O�50

−. For clusters with n�25, these lifetimes scale lin-
early with 1/n toward a bulk limit of 50 fs �80 fs in deuter-
ated clusters.� Time-resolved PES experiments by Paik et
al.36 on clusters in the size range of 15�n�35 revealed
electronic relaxation dynamics on time scales of 300 fs and
2–10 ps, which were both attributed to solvent relaxation
around the nascent ground state electron following IC.

The extrapolation of IC lifetimes in clusters toward a
bulk limit of �100 fs has been invoked to support the nona-
diabatic relaxation model for the bulk hydrated electron.33,34

However, given that �H2O�50
− was the largest such cluster for

which �IC was measured, studies of dynamics in larger clus-
ters are desirable in order to test the validity of this extrapo-
lation, which has been questioned in recent theoretical
work25 on eaq

− . Moreover, experiments with sufficient time
resolution to measure �p, the time constant for excited state
relaxation �see Fig. 1�a�� in clusters, would provide a further
point of comparison with condensed phase dynamics. These
considerations have motivated the set of experiments on wa-
ter cluster anions described here, in which improved instru-
mentation and experimental techniques have enabled us to
extend our time-resolved studies to isomer I clusters as large
as n=200 for both water isotopologs and to measure the
associated dynamics with considerably better time resolution
than in previous work. The new results show a significant
deviation in �IC from the simple 1/n dependence seen previ-
ously, and provide clear evidence for both excited state sol-
vent relaxation prior to IC and ground state relaxation sub-
sequent to IC.

II. EXPERIMENT

Our femtosecond time-resolved photoelectron imaging
apparatus has been described elsewhere in detail,34,64 as have
our methods for generating water cluster anions.34 Briefly, Ar
backing gas at �20 psi �gauge�, seeded with the vapor pres-
sure of water at 30–50 °C, was expanded through a pulsed
solenoid valve. A pulsed, ring-shaped ionizer generated an-
ions by secondary electron attachment that are extracted per-
pendicularly into a Wiley–McLaren65 time-of-flight mass

FIG. 1. �a� Diagram of the processes involved in excited state relaxation of
the condensed phase hydrated electron. The red arrow represents the pump
laser pulse, while black curves represent the s-like ground state and p-like
excited state of the hydrated electron. Various dynamical processes dis-
cussed in the text are labeled and diagramed with dashed black arrows. �b�
Diagram of the photodetachment processes observed in large anionic water
clusters. The black curves show the ground and excited states of the cluster,
while the dashed line represents the threshold for vertical detachment. Blue
arrows represent the probe laser pulse, while the red arrow represents the
pump pulse.
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spectrometer. An electrostatic switch allowed only ions of
the desired mass-to-charge ratio to pass into the interaction
region, where they were intercepted by the excitation �pump�
and detachment �probe� laser pulses from a femtosecond la-
ser system. The resulting photoelectrons were projected, in a
collinear velocity map imaging66 detection scheme, onto a
chevron-mounted pair of microchannel plates coupled to a
phosphor screen. Images from the phosphor screen were then
collected by a charge coupled device camera, and converted
into photoelectron spectra using the BAsis Set Expansion
�BASEX� method.67

Clusters larger than n�100 were too large for our mass
spectrometer to resolve anions differing in mass by a single
water molecule since �m /m�1% in this size range. Hence,
results from clusters with n�100 we obtained by calibrating
the mass spectrometer and using the electrostatic switch to
select a section of the continuous cluster distribution. The
finite width of the switch gating pulse introduced an uncer-
tainty of �n= �2 for both �H2O�n

− and �D2O�n
− clusters. We

have previously employed this method in one-photon and
time-resolved PES experiments on large water68 and
methanol69,70clusters.

Femtosecond pump and probe pulses were generated
from a Ti:sapphire oscillator/multipass amplifier femtosec-
ond laser system �KM Laboratories Griffin Oscillator/
Dragon Amplifier� that produced 3 mJ/pulse at 790 nm when
operated at �500 Hz. For clusters larger than n=50, 75% of
the amplifier output was used to generate the second har-
monic at 395 nm �500 �J /pulse�, which served as the probe
laser pulse, while the remaining 25% of the amplifier output
was further attenuated and used as the pump pulse �790 nm,
80–150 �J /pulse�. In smaller clusters, which do not absorb
790 nm pump pulses efficiently,39 30% of the amplifier out-
put was used to pump a commercial optical parametric am-
plifier �TOPAS model 4-800� and the resulting signal output
was used as the pump pulse �1250 nm, 15–20 �J /pulse.� Of
the remaining amplifier output, 75% was used to generate the
second harmonic probe pulse �395 nm, 400 �J /pulse� while
the remainder was used for alignment purposes.

The peak power of the laser pulses provided by the mul-
tipass amplifier was a factor of �10 higher than the regen-
eratively amplified femtosecond laser system used to per-
form earlier time-resolved experiments on anionic water
clusters.33,34 This increase in laser power allowed us to work
with larger cluster sizes, for which we generate fewer ions
than at smaller sizes. At high pump intensities, however,
above-threshold detachment of ground state electrons inter-
fered with observed transient signal in large clusters, requir-
ing attenuation of the pump beam as described above. This
attenuation also reduced the contributions to the spectrum
from two photon detachment by the pump pulse, which de-
pleted the anion population and interfered with the observed
dynamics.

At the amplifier output, the pulses had a 25–35 fs wide
�full width at half maximum �FWHM�� Gaussian temporal
profile, yielding a �50 fs FWHM Gaussian autocorrelation.
The cross correlation of the pump and probe pulses was mea-
sured at the laser/ion beam interaction region through detec-
tion of the above-threshold detachment signal from large

clusters at high pump intensity; this measurement yielded a
Gaussian cross-correlation peak with a width of �100 fs
FWHM. Temporal stretching of both laser pulses as they
pass through various transmissive optics en route to the in-
teraction region accounts for the difference in temporal pro-
file between amplifier output and pulses in the interaction
region.

III. RESULTS

Photoelectron spectra were recorded at selected pump-
probe time delays ranging from 	1.5 to +2.5 ps for �H2O�n

−

and �D2O�n
− clusters in the size range of 25�n�200. Ad-

ditional experiments were performed on �D2O�n
− clusters

with n=40, 80, and 120 over a larger delay range, from 	2
to +4 ps.

Figure 2 shows typical results of these time-resolved
photoelectron imaging experiments displayed as waterfall
plots of signal versus electron kinetic energy �eKE� with
time delay increasing from back to front. Results for
�H2O�150

− and �D2O�150
− are shown if Figs. 2�a� and 2�b�,

respectively. Each spectrum shows two main features, A
�at lower eKE� and B �at higher eKE�, which according to
Fig. 1�b� and previous results,33,34 are assigned to probe-
induced detachment from the ground state and pump-probe
signal from the excited state, respectively. Other features ob-
served in previous work include autodetachment of clusters
excited by the pump pulse and both one and two photon
detachments by the pump pulse. These processes are not seen
in the spectra presented in Fig. 2, or discussed further in this
work, because autodetachment is not observed in clusters

FIG. 2. Time-resolved photoelectron spectra of �a� �H2O�150
− and �b�

�D2O�150
− presented as waterfall plots, with time delay increasing from back

to front. Features are labeled A and B with reference to Fig. 1�b�.
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larger than n=25, and the pump pulse was attenuated to
minimize the effect of one and two photon detachment on the
observed dynamics.

For both clusters in Fig. 2, feature B rises rapidly around
t=0 and decays completely after several hundred femtosec-
onds. A less obvious effect, particularly in Fig. 2�a�, is that
feature A is rapidly depleted and then recovers on a time
scale similar to the decay of feature B. These effects are seen
more clearly when the total signal associated with features A
and B is integrated and plotted as a function of delay time, as
shown in Fig. 3�a� for �D2O�150

−. These data have been nor-
malized on a 0–1 scale �although feature A is typically de-
pleted by only 5%–15%� and plotted along with associated
fit lines, discussed in detail in Sec. IV. Recovery of the
ground state feature takes slightly longer than decay of the
excited state feature. These results are typical of all cluster
sizes studied for both water isotopes.

Figure 3�b� shows the integrated intensity of the excited
state feature, along with associated fit lines, for �D2O�35

−,
�D2O�150

−, and �H2O�150
−, again normalized on a 0–1 scale

for straightforward comparison. All three clusters exhibit
qualitatively similar dynamics, increasing in intensity near
zero time delay and decaying away with increasing delay.
While all three clusters exhibit similar rising edges, the rate
of decay varies widely, with �D2O�150

− decaying faster than
�D2O�35

−, and �H2O�150
− decaying more quickly than either

�D2O�n
− cluster.

The temporal behavior of features A and B in Fig. 3�a�
can be understood with reference to Fig. 1. The initial in-
crease in B and depletion of A reflects pump-induced s→p
excitation of the cluster. The decay of B represents a p-state
decay, while the recovery of A on a similar time scale indi-
cates that the excited state decays by IC, repopulating the
s-state of the cluster.

While these effects and their interpretation have been
discussed previously, the new results show two more subtle
effects discussed in more detail in Secs. IV and V. First, the
shape of feature B is not constant with time; its average eKE
decreases slightly, typically by �0.1 eV, with increasing
pump-probe delay over the lifetime of feature B. Evidence
for this effect can be seen in Fig. 3�c�, which displays the
integrated intensity of three sections of feature B for
�D2O�150

− plotted against time delay, along with connecting
lines as a guide to the eye. This plot demonstrates that sec-
tions of feature B at higher eKE decay more quickly than at
lower eKE. In addition, close inspection of Fig. 3�c� reveals
that higher eKE sections of feature B reach peak intensity
slightly before lower eKE sections, and that the rising edge
of the higher eKE sections is slightly steeper. These obser-
vations indicate a shift of feature B intensity toward lower
eKE with increasing time delay, consistent with p-state re-
laxation on a time scale comparable to IC. A similar effect is
seen for feature A at longer delay times, reflecting s-state
relaxation subsequent to IC.

IV. ANALYSIS

This section presents a quantitative analysis of the re-
sults described in Sec. III. The methods used to extract ex-

cited state decay times, ground state recovery times, and eKE
shifts in both the excited and ground state features are dis-
cussed. Since we are particularly interested in the larger clus-
ters, for which the dynamical time scales are comparable to
the laser pulse widths �see Fig. 3�b�, for example�, these
methods are considered in some detail.

The time-dependent integrated intensity of feature B for
each cluster is fit to the convolution of an exponential decay/

FIG. 3. �a� Integrated intensity of features A �black squares� and B �red
circles� at each time delay for �D2O�150

−. Each plot has been normalized on
a zero to one scale. Typical data sets exhibit �5%–15% maximum deple-
tion of feature A. Best fit lines, as outlined in Sec. IV, are also shown. In
addition, the integrated intensity of feature A, normalized on a zero to one
scale, is shown inverted �blue triangles� for comparison. �b� Integrated in-
tensities of feature B for �D2O�35

− �black squares�, �D2O�150
− �red circles�,

and �H2O�150
− �blue triangles� are plotted against time delay, normalized on

a zero to one scale, along with best fit lines. �c� Integrated intensity of three
eKE sections of feature B for �D2O�150

−. The integration range for each
section is defined in the inset, with I �black squares� integrated from 1.7 to
2.0 eV, II �red circles� integrated from 2.0 to 2.4 eV, and III �blue triangles�
integrated from 2.4 to 2.9 eV. Connecting lines are shown in corresponding
color as a guide to the eye.
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recovery function and a Gaussian function accounting for the
experimental response.71 Prior to convolution, the exponen-
tial decay function has the form

I�t� = I0, t � t0,

�2�
I�t� = I0 + A1e−�t−t0�/�B, t � t0,

where I0 is a constant offset accounting for background sig-
nal, A1 is the amplitude of the time-dependent pump-probe
signal, and �B is the exponential decay time constant. Con-
volution with the Gaussian experimental response function,
centered at t0 with width defined by standard deviation

 �FWHM=2�2 ln 2
�, yields

I�t� = I0 + A2�1 − erf	 


2�B
−

t − t0




�e��
/2 � �B�2−�t−t0�/�B�, �3�

where A2 is a scaling factor and 
 is the standard deviation
defining the width of the Gaussian experimental response
function. A similar function with recovery time constant �A

was used to fit feature A.
The data for each cluster could be fit by minimizing �2

as a function of the three parameters 
, t0, and �B in Eq. �3�.
Using this procedure, we found that the best-fit values of 

varied from day to day with a standard deviation of about 10
fs, a result that more likely reflected the quality of a particu-
lar data set rather than actual variations in the instrument
response. We thus analyzed the data using the following al-
gorithm. First, global minimum “best fits,” in which �B, 
,
and t0 were varied, were obtained for all data sets. Then, the
resulting values of 
 for all fits were averaged, yielding

av�68 fs, or �160 fs FWHM. Finally, least-squares fit-
ting was performed again on all data sets setting 
=
av but
allowing both � and t0 to vary when minimizing �2. As men-
tioned in Sec. II, measurement of above-threshold detach-
ment signal yielded an experimental response function of
�100 fs FWHM, somewhat lower than the value obtained
from 
av. This discrepancy may indicate that the assumption
of an instantaneous rise of I�t� in Eq. �2� is not entirely valid,
which could arise from excited state solvation dynamics as
discussed in Sec. V B. In any case, the fitting algorithm,
which is based on the idea that the actual value of 
 does not
vary substantially from day to day, yielded more repeatable
values of �B than fits which allowed �B, t0, and 
 all to vary
simultaneously

Typical fit lines resulting from the fitting described
above are shown in both Figs. 3�a� and 3�b�. Figure 3�a�
shows the results of fitting both the ground and excited state
features for �D2O�150

−, with fitted time constants and associ-
ated standard errors of �A=372�23 and �B=223�11 fs,
respectively. As discussed in Sec. V, the larger value of �A

may arise from dynamics on the ground state in addition to
p→s IC. Figure 3�b� shows fit lines yielding time constants
of �B=290�15 fs for �D2O�35

−, 178�13 fs for �D2O�150
−,

and 79�6 fs for �H2O�150
−, illustrating the size and isotope

dependence of extracted excited state decay dynamics.
The time constants �B are displayed in Fig. 4, plotted

against 1/n, at all sizes studied for both �H2O�n
− and

�D2O�n
−, 25�n�200. For cluster sizes where multiple ex-

periments have been performed, the time constants have
been averaged at each cluster size. The displayed error bars
represent the standard error from this averaging or, for clus-
ter sizes where only one experiment was performed, the stan-
dard error in �B associated with the least-squares fitting. The
resulting error bars range from �8 fs for �D2O�75

− to �38 fs
for �D2O�25

−. Figure 4 represents a key result of our new
measurements, as it shows that a simple linear fit of �B ver-
sus 1/n no longer applies when data from larger clusters are
included.

Another important result, mentioned in Sec. III, is the
shifting of features B and A with time. Figure 5�a� shows the
mean eKE of the excited state signal, �eKEB, along with the
total integrated signal of peak B, for �D2O�75

−. For time de-
lays where the excited state signal is significant, �eKEB de-
creases roughly linearly by about 100 meV over 500 fs.
Similar rates are seen for all cluster sizes and both water
isotopologs, but the short lifetime of the excited state in these
clusters makes it difficult to extract more quantitative detail.

Figure 5�b� shows a similar plot of the mean eKE of the
ground state feature, �eKEA, again plotted along with the
integrated intensity of peak B for comparison. This quantity
shows a more complicated time dependence. It decreases as
excited state population is created, increases sharply as peak
B decays, and then, after the excited state population is re-
duced to zero, decreases by �20 meV over several picosec-
onds. Experiments were performed over a larger range of
time delays for �D2O�n

− with n=40, 80, and 120 in order to
quantify this long-time decrease in �eKEA. At delays after
decay of peak B is complete, fitting the mean eKE of the
ground state feature to an exponential of the form

eKE�t� = eKE0 + A3e−t/�eKE_A �4�

yields a time constant �eKE_A=1.0�0.3 ps for all cluster
sizes. As discussed in Sec. V, the shifting features in Figs.
5�a� and 5�b� are attributed to relaxation dynamics on the
excited and ground states, respectively. The initial sharp de-

FIG. 4. IC lifetimes, �IC, for �H2O�n
− �red circles� and �D2O�n

− �black
squares� plotted against cluster size �1/n�. Error bars presented represent
standard error from averaging of two to three experiments at each cluster
size. For cluster sizes where only one experiment was performed, the stan-
dard error resulting from the fitting routine is shown. Linear fits of all data
points for n�70 are shown as dotted lines and for data points with n�70 as
solid lines, in red for �H2O�n

− and black for �D2O�n
−. The dotted lines have

been extended to 1 /n=0.01 in order to facilitate comparison with the large
cluster data.
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crease and subsequent increase in �eKEA occur because
s→p excitation preferentially depletes the high eKE side of
feature A. The small difference between �eKEA at large
positive delays and large negative delays shown in Fig. 5�b�
varies zero to about 	0.02 eV from day to day, and is attrib-
uted to preferential depletion of the high eKE side of feature
A from two photon detachment by the pump pulse.

V. DISCUSSION

Several new results on the relaxation dynamics of elec-
tronically excited water cluster anions have been presented
thus far. We have measured excited state lifetimes for
�H2O�n

− and �D2O�n
− clusters as large as n=200, thereby

considerably extending the range of cluster sizes for which
these data are available. As shown in Fig. 4, the previously
measured lifetime trends for the smaller clusters do not fit
the new results. In addition, the new time-resolved PE spec-
tra reveal time-dependent shifts in the mean eKE of the ex-
cited and ground state features. This section considers the
implications of these results in the context of previous work
on water cluster anions and the condensed phase hydrated
electron.

A. Excited state lifetimes

The size-dependent excited state lifetimes �B in Fig. 4
represent the key new result from this work. Over the range
of cluster sizes studied here, �B=�IC, the lifetime with re-
spect to IC, since no excited state autodetachment was

observed.34 These lifetimes are plotted as a function of 1/n,
primarily because our previous work33,34 showed a linear de-
pendence of �IC on 1/n for clusters with 25�n�100. This
dependence was subsequently rationalized by Fischer72 in
terms of a long-range nonadiabatic coupling model. Life-
times for these smaller clusters were measured as part of this
study as well, and found to agree with the previous measure-
ments within error bars. However, Fig. 4 shows that the com-
plete set of lifetimes �IC for clusters up to n=200 cannot be
fit to a single line when plotted versus 1/n, and that the
lifetimes become much less sensitive to cluster size for n
�70. As an example, if the trend established by the smaller
clusters was carried through to large cluster sizes, we would
expect �IC�125 fs for �D2O�150

−. The lifetime reported for
this cluster in Fig. 4, 193�8 fs, is demonstrably longer.

A linear extrapolation of �IC for clusters with n�70 to-
ward the infinite cluster size limit, as shown by the solid
lines in Fig. 4, yields values of 63�6 fs for �H2O�n

− and
160�18 fs for �D2O�n

− as n→�. The new value for
�H2O�n

− clusters within the error bars of the previously re-
ported value, 54�30 fs,34 which was based on linear ex-
trapolation of lifetimes for clusters with 25�n�50. How-
ever, the new value for �D2O�n

− is considerably larger than
the previously reported extrapolation of 72�22 fs obtained
from the smaller clusters. The larger discrepancy for �D2O�n

−

reflects the abrupt change in slope around n=70, as seen in
Fig. 4.

We interpret the change in the size-dependence of the �IC

around n=70 as evidence that the nature of the electron-
water interaction is changing in this size range. Previously,
infrared photodissociation spectra45–47 of clusters with
n�50 have indicated that the nature of electron binding in
anionic water clusters changes noticeably in the 25�n�50
size range. In particular, the sharp infrared feature around
1500 cm−1 associated with a unique water molecule �the
double acceptor or AA water� binding a diffuse electron at
the cluster surface45 becomes less prominent above n=25
and is substantially broader by n=50.47 This spectral evolu-
tion may signify a transition from the “double acceptor”
electron binding motif toward one in which the excess elec-
tron interacts with multiple waters. Further support for the
idea of transitional behavior in moderately sized anionic wa-
ter clusters comes from recent ab initio molecular dynamics
calculations61 of �H2O�32

−, which show that while an elec-
tron starting inside a cluster of this size spontaneously moves
to the surface, electron binding fluctuates between the AA
binding motif and a binding interaction with multiple water
molecules. In this context, the change in the size dependence
of the lifetimes presented in Fig. 4 around n=70 provides
additional evidence for transitional behavior in intermediate-
sized water cluster anions. Whether this transition signals
internal solvation of the excess electron remains an open
question at this point.

The lifetimes presented in Fig. 4 imply an isotope effect
of �IC,D2O /�IC,H20�2.6 at the n→� limit. A similarly large
isotope effect of 2.8�0.2 is observed directly at all cluster
sizes with n�70, so this result is not an artifact of the ex-
trapolation procedure. Interestingly, a smaller isotope effect
of 1.9�0.1 is measured in clusters with n�70, in good

FIG. 5. �a� Mean eKE of feature B ��eKEB, black squares� for �D2O�75
−,

along with the integrated intensity of feature B �red circles� plotted against
time delay. �b� Mean eKE of feature A ��eKEA, black squares� for �D2O�80

−,
along with the integrated intensity of feature B �red circles� plotted against
time delay. Connecting lines in both panels are shown in corresponding
color as a guide to the eye.
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agreement with previous measurements.34 Isotope effects of
this magnitude, i.e., larger than the factor of the �2 ratio of
OH/OD vibrational frequencies, might seem unusual, but a
semiclassical calculation73 of �IC for eaq

− based on Fermi’s
golden rule yielded an isotope effect of 4, although the actual
lifetimes differed from those found here �200 and 800 fs�.
Similar results have been seen in mixed quantum classical
molecular dynamics simulations that predict IC lifetimes of
450 and 850 fs in H2O and D2O, respectively, resulting in
isotope effect of �2.74 Isotope effects of this magnitude are
predicted by the “energy gap law” for IC when the energy
gap between two molecular electronic states is larger than
the frequency of the accepting vibrational mode.75,76 This
“weak coupling” picture may, however, be overly simplistic
for large water cluster anions, where the extremely short life-
times are suggestive of some type of conical intersection
between the s and p states.

The extrapolated �IC of 63 fs for �H2O�n
− clusters as

n→� is in good agreement with the fastest relaxation time
constant of �1�30–80 fs measured in transient absorption
experiments on electrons in aqueous solution.18,22 As dis-
cussed previously,33,34,63 this observation suggests that �1

corresponds to �IC in Eq. �1�, thus supporting the nonadia-
batic model for relaxation eaq

− . Further support for this idea
can be drawn from the fact that IC lifetimes in large �H2O�n

−

clusters exhibit lifetimes well under 100 fs, much faster than
either of the longer two bulk relaxation time scales ��2

=200–300 fs and �3=1.1 ps.� Moreover, experiments on
hydrated electrons in D2O show that only �1 exhibits a
significant isotope effect, increasing by a factor of
1.2–1.6,18,22,23 while �2 shows no isotope effect. In the adia-
batic solvation picture,18 �2 is attributed to �IC, a possible
concern given that both the cluster data and calculations73,74

of the excited state lifetime of eaq
− show a strong isotope

effect on the IC rate. The most recent calculations24,25 on
nonadiabatic decay of eaq

− did not explicitly consider isotope
effects.

While extrapolation of our original data for �D2O�n
−

clusters yielded �IC=72 fs, in excellent agreement with the
fastest time constant for bulk D2O, the newer extrapolated
value of 160 fs based on larger cluster sizes is in poorer
agreement with the condensed phase experiments. The origin
of this discrepancy remains unclear, but we point out that the
cluster temperature is estimated at �200 K, noticeably
colder than the room temperature condensed phase experi-
ments. It is possible that the relaxation dynamics in �D2O�n

−

clusters are more sensitive to temperature than in �H2O�n
−

since cold deuterated clusters are more easily trapped in
hydrogen-bonding configurations that differ from those in
room temperature bulk water. Time-resolved experiments in
which the cluster temperature is actively controlled77 could
shed considerable light on this issue.

B. Solvation dynamics on the excited and ground
states

Figures 5�a� and 3�c� show that the photoelectron signal
shifts toward lower eKE during the excited state lifetime.
Figure 5�a� shows that �eKEB decreases with increasing

time delay for all delays where significant excited state in-
tensity exists, a phenomenon which is observed for all sizes
of both water isotopes. Figure 3�c� shows the integrated in-
tensity of three sections of the excited state feature for
�D2O�150

−, demonstrating that higher eKE portions of the
excited state feature decay faster than lower eKE sections. In
addition, close inspection reveals that higher eKE sections
reach their maximum intensity slightly earlier than lower
eKE sections and have slightly steeper rising edges. Sequen-
tial rise and fall of the three sections of the excited state
feature indicate that excited state photoelectron signal is in-
deed shifting toward lower eKE, as opposed to faster IC
from the high eKE parts of the excited state feature causing
the faster decay demonstrated in Fig. 3�c�. These dynamics
are consistent with solvent rearrangement around the nascent
excited state, stabilizing the electron and thus binding it
more strongly. Note that evaporation of solvent molecules
cannot cause the observed dynamics because smaller clusters
have lower binding energies, so evaporation of water mol-
ecules would cause �eKEB to increase rather than decrease.
The short lifetime of the excited state relative to the experi-
mental time resolution ��100 fs� prevents accurate quanti-
fication of the observed dynamics, but it appears that the
solvation dynamics must be occurring on a time scale similar
to, or faster than, that of IC.

Changes in �eKEA with time delay, indicating solvent
dynamics on the ground state, are presented in Fig. 5�b�. The
exponential decrease in �eKEA at long delays, which occurs
on a time scale of �eKE_A=1.0�0.3 ps, is the result of sol-
vent motion about the nascent ground state following IC. The
solvent network, distorted from its ground state equilibrium
geometry by response to the excited state electron, as dem-
onstrated in Figs. 5�a� and 3�c�, must rearrange back toward
the equilibrium ground state geometry after IC. The observed
1 ps time scale is similar to, although not completely consis-
tent with, the 2–10 ps relaxation time scales reported in pre-
vious studies of solvation dynamics in small water clusters.36

The results also compare favorably with the longest relax-
ation time scale reported in condensed phase transient ab-
sorption experiments, �3�1 ps, supporting the assignment
of the observed dynamics to solvent motion toward the equi-
librium ground state geometry. Again, it is important to note
that evaporation of water molecules from the cluster cannot
explain the observed dynamics, as the reduced binding en-
ergy from a smaller cluster would result in an increase in
�eKEA with increasing time delay, rather than a decrease.
Evaporation should occur eventually since the photon energy
exceeds the binding energy of a water molecule to the
cluster,78 but must take place well after the dynamics ob-
served in these experiments.

These ground state solvation dynamics may also account
for the somewhat larger values of �A compared to �B referred
to in Sec. IV. While �B depends only on the excited state
lifetime, �A reflects a convolution of the repopulation of the
ground state with any solvation dynamics that affect the pho-
todetachment cross section. For example, if the photodetach-
ment cross section increases from its value just after IC as
the solvent molecules rearrange around the excess electron,
the apparent recovery time of feature A would be slower than
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the disappearance of feature B. This effect is related to the
spectral evolution of eaq

− owing to ground state relaxation
dynamics; in both cases, the wave function of the excess
electron is evolving and this affects the associated experi-
mental observable. Similar effects may be associated with
excited state solvation. If the photodetachment cross section
from the excited state increases from some minimum value
immediately after s→p excitation, that could explain the ob-
servation that the average rise time resulting from the fitting
model is larger than the directly measured experimental cross
correlation, as discussed in Sec. IV.

Our observation of excited and ground state relaxation,
in addition to IC, strengthens the link between cluster studies
and the overall picture of condensed phase hydrated electron
dynamics, as outlined in Fig. 1�a�. We now see dynamical
signatures that can be clearly assigned to excited state relax-
ation, IC, and ground state relaxation. The observation of
excited state relaxation in clusters on a time scale compa-
rable to the very fast IC is particularly noteworthy as it ad-
dresses one of the issues raised by the nonadiabatic solvation
model for eaq

− : if the time constant for IC really is 50 fs, then
when does solvent relaxation on the excited state occur? Our
results suggest that this process is as fast or even faster than
IC, which would make it very difficult to observe in the
transient absorption experiments performed to date on eaq

− .
Analogous ideas have been proposed in recent theoretical
treatments of eaq

− .79

VI. CONCLUSIONS

Time-resolved photoelectron imaging experiments have
been carried out on �H2O�n

− and �D2O�n
− cluster anions over

a considerably larger size range and with better temporal
resolution than in previous work. These experiments probe
the relaxation dynamics in these clusters subsequent to
s→p excitation of the excess electron. Experimental im-
provements have enabled measurements of the p-state life-
time in clusters as large as n=200 for both isotopologs. A
plot of this lifetime, �IC, as a function of 1/n shows an abrupt
reduction in slope for clusters larger than n�70. For these
larger clusters, a linear extrapolation of �IC to the infinite-size
limit yields 60 fs in �H2O�n

− and 160 fs in �D2O�n
− clusters.

The change in slope at n�70 suggests a significant change
in the electron-water interaction around that cluster size.

The new experiments also revealed evidence for ultrafast
p-state relaxation occurring on a time scale faster or compa-
rable to �IC, as well as ground state relaxation subsequent to
IC with a time constant of �1 ps. These solvation dynamics,
in combination with the observed ultrafast IC lifetimes, are
best understood within the framework of the nonadiabatic
mechanism for relaxation of the condensed phase hydrated
electron.
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