
of thermally excited carriers), but this is a

fundamental limitation for any material with-

out a band gap exceeding k
B
T. Nonetheless,

such on-off ratios are considered sufficient for

logic circuits (19), and it is feasible to increase

the ratio further by, for example, using p-n

junctions, local gates (3), or the point contact

geometry. However, by analogy to carbon

nanotubes (2), other, nontransistor applications

of this atomically thin material ultimately may

prove to be the most exciting.
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Hydrated Electron Dynamics:
From Clusters to Bulk

A. E. Bragg,1 J. R. R. Verlet,1 A. Kammrath,1 O. Cheshnovsky,2

D. M. Neumark1,3*

The electronic relaxation dynamics of size-selected (H2O)n

–
/(D2O)n

–
[25 e

n e 50] clusters have been studied with time-resolved photoelectron imaging.
The excess electron (ec

–) was excited through the ec
–( p) @ ec

–(s) transition with
an ultrafast laser pulse, with subsequent evolution of the excited state
monitored with photodetachment and photoelectron imaging. All clusters
exhibited p-state population decay with concomitant s-state repopulation
(internal conversion) on time scales ranging from 180 to 130 femtoseconds
for (H2O)n

–
and 400 to 225 femtoseconds for (D2O)n

–
; the lifetimes decrease

with increasing cluster sizes. Our results support the ‘‘nonadiabatic relaxa-
tion’’ mechanism for the bulk hydrated electron (eaq

– ), which invokes a 50-
femtosecond eaq

– ( p) Y eaq
– (s.) internal conversion lifetime.

A free electron introduced into a polar sol-

vent, such as water (1) or ammonia (2), may

be trapped by locally oriented solvent mole-

cules. In water, an Bequilibrated[ hydrated

electron Ee
aq

– (s)^ can be transiently confined

within a roughly spherical cavity defined by

six OH bonds oriented toward the negative

charge distribution in the so-called Kevan

geometry (3–5). The hydrated electron is an

important reagent in condensed-phase chem-

istry and molecular biology, as it participates

in radiation chemistry, electron transfer, and

charge-induced reactivity. Thus, research in-

vestigating the dynamics of this species,

whether in the presence or absence of other

reagents, has attracted considerable attention

in the theoretical and experimental physical

chemistry communities. Here, we present

time-resolved results on the electronic relax-

ation dynamics of anionic clusters of water

that lend profound insight to the elucidation of

hydrated electron dynamics in the bulk.

The electronic energetics of a hydrated

electron are characterized by three types of

states (Fig. 1A): a localized e
aq

– (s) ground

state; three localized, near-degenerate e
aq

– ( p)

excited states; and a delocalized conduction

band (CB) characterized by a charge distri-

bution spread across hundreds of molecules

in the solvent Bnetwork.[ The visible ab-

sorption spectrum of the equilibrium hy-

drated electron, a broad band peaking at

720 nm (1), is well understood as an ex-

citation from the occupied e
aq

– (s) state to the

vacant e
aq

– ( p) states (4, 5). The electron-

solvent dynamics subsequent to e
aq
– ( p) @

e
aq

– (s) excitation are more controversial, how-

ever, in spite of considerable experimental

(6–12) and theoretical (13, 14) effort devoted

to this problem.

Transient absorption measurements made

with femtosecond (fs) laser pulses as short as 5

fs (12) show a near infrared (NIR) absorption

band beyond 900 nm developing on a 40- to

50-fs time scale after e
aq

– ( p) @ e
aq

– (s)

excitation. This broad feature shifts back to

shorter wavelengths on a time scale of several

hundred fs, with recovery of the original e
aq

– (s)

absorption spectrum largely complete within

È1 picosecond (ps). Deuteration of the

solvent (8, 12) appears only to affect the

fastest measured time scale (i.e., the buildup

time of the transient NIR absorption), with

C
D2O

/C
H2O

0 1.4 to 1.6. As described by

Yokoyama et al. (8), two rather different

energy relaxation mechanisms have been

proposed to account for these observations.

In the Badiabatic solvation[ scheme (13, 14),

the infrared transient at the earliest times is

attributed to absorption of the e
aq

– ( p) electron,

which is solvated on the upper state within 50

fs (process x in Fig. 1A). The excited electron

then undergoes internal conversion (IC) to the

ground state (y) on a 400-fs time scale,

generating ground-state electrons that further

relax on the È1-ps time scale by dissipating

energy to the solvent. In contrast, the

Bnonadiabatic relaxation[ mechanism (7, 9,

12) invokes much more rapid IC, on a 50-fs

time scale, and attributes the transient NIR

band at early times to absorption of the

ground-state electron in a vibrationally excited

solvent environment. In this model, subsequent

dynamics are assigned to reorganization of the

local (È400 fs) and extended (È1 ps) solvent

network following the electronic decay.

We present an alternative and comple-

mentary approach to assessing the relaxation

dynamics of the hydrated electron through

time-resolved photoelectron imaging (TRPEI)

studies (15) of electron dynamics in size-

selected water cluster anions, (H
2
O)

n

–
and

(D
2
O)

n

–
, with 25 e n e 50. Water cluster

anions were first detected mass spectromet-
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rically (16) and have since been studied with

photoelectron (17–19), vibrational (20), and

electronic (21) spectroscopies. Cluster studies

offer access to structural and dynamic details

that are often obscured in the larger, more

complex bulk water environment. Because

insights gleaned from clusters are meant to

extrapolate to the bulk, there is keen interest

in determining the size at which Bbulk-like[
behavior of (H

2
O)

n

–
clusters becomes appar-

ent (22), with the excess electron surrounded

by water rather than localized on the cluster

surface (23–25).

In our TRPEI experiment, described in more

detail elsewhere (26), water cluster anions are

generated in an ion source based on a fast,

pulsed molecular beam (27) and are mass-

selected by time of flight. The mass-selected

clusters are investigated with the pump-probe

scheme illustrated by the right-most arrows in

Fig. 1B. Here, the vertical detachment energy

(VDE) is the energy required to remove an

electron from an anion while maintaining the

anion cluster geometry. We use an È100-fs

laser pulse at 1250 nm (1.0 eV) to excite e
c

–, the

excess electron in the cluster anion, from the

ground s-state to the excited p-state; this energy

lies close to the absorption maximum in the

cluster size range investigated here (21). After a

delay, %I, during which relaxation may occur,

the electron is photodetached by an ultraviolet

probe pulse (400 nm or 3.1 eV, È100 fs) and

accelerated by a dc field to an imaging detector

composed of a 70-mm-diameter microchannel

plate assembly coupled to a phosphor screen.

The state of e
c

– prior to detachment is

reflected in its residual velocity afterward,

which in turn determines the position the

electron strikes on the two-dimensional detec-

tor plane. This Bvelocity map image[ (28) is

then analyzed by two- to three-dimensional

inversion, radial integration, and radius-to-

energy transformation to yield time-dependent

photoelectron kinetic energy (eKE) distribu-

tions. Thus, we obtain a time-resolved series of

snapshots revealing the dynamics of the

nonstationary states created by the pump pulse.

A photoelectron image of (D
2
O)

25

–
ac-

quired within the 1250 nm þ 400 nm tempo-

ral overlap reveals two features of interest

(Fig. 2A). The outermost ring, labeled I, corre-

sponds to the signal with the highest eKE and

results from two-color (1250 nm þ 400 nm)

resonant photodetachment via the e
c

–( p) state

(right arrows, Fig. 1B). The next ring, II, is

from direct 400-nm detachment of the anion

ground state (left arrow, Fig. 1B). Additional

features are seen from resonant two-photon

and direct one-photon detachment at 1250 nm;

however, only features I and II of Fig. 2A

show any dependence on pump-probe delay.

The time-resolved photoelectron (TRPE)

spectra showing eKE(%I) for features I and

II (Fig. 2B) highlight the dynamics that ensue

after excitation to the e
c

–( p) cluster state. TRPE

spectra of (D
2
O)

25

–
and all other clusters

studied here are characterized by depletion

and partial recovery in intensity of feature II,

with simultaneous growth and decay of feature

I. Feature I grows as the pump pulse transfers

electronic population to the excited state of the

cluster, whereas the depletion of feature II

results mainly from this same population

transfer. The decay of I and the partial recovery

of II are unambiguously assigned to direct

electronic relaxation, i.e., internal conversion

(IC), from the excited state(s) to the ground

state of the cluster. We note that direct one-

photon detachment at 1250 nm, the innermost

feature in Fig. 2A, is seen for all clusters

studied here, which indicates that autodetach-

ment from the pump-excited e
c
–(p) state (requir-

ing no probe pulse) is energetically possible and

can, in principle, compete with internal conver-

sion as an excited-state decay pathway. How-

ever, this feature shows no time dependence,

so excited-state autodetachment appears to

be at most a minor relaxation channel.

The integrated intensity of features I

and II was plotted versus pump-probe

delay and fit to single exponential decay

functions convoluted with the instrumental

temporal-response (pump-probe temporal

cross-correlation, È150 fs) of the experiment

(Fig. 2C). These fits give a e
c
–( p) Y e

c
–(s.)

relaxation lifetime of 398 T 50 fs in (D
2
O)

25

–
,

where e
c

–(s.) denotes the electron in a vibra-

tionally excited ground state. The shape of

feature I remains unchanged even as its

intensity evolves, indicating the absence of

noticeable hydration dynamics in the e
c

–( p)

state before e
c

–( p) Y e
c

–(s.) relaxation.

The size and isotope dependence of the

electronic decay are evident when the decay

traces of excited (D
2
O)

25

–
, (D

2
O)

45

–
, and

(H
2
O)

45

–
are plotted together (Fig. 3). These

clusters exhibit excited-state lifetimes of

398 T 50 fs, 240 T 25 fs, and 132 T 10 fs,

respectively. For all clusters studied, both sets

of isotopomers exhibit shortened excited-state

lifetimes with increased cluster size (Fig. 4).

Size-dependent isotopomer lifetime ratios,

C
D2O

/C
H2O

, for n 0 25, 35, and 45 have values

of 2.1 T 0.4, 1.8 T 0.2, and 1.8 T 0.2,

respectively—similar in magnitude to those

Fig. 1. Energetics of an electron
in water. (A) The bulk hydrated
electron. Red arrows illustrate
the transient-absorption schema
typically used to study bulk
dynamics, in which a time-
delayed NIR laser pulse probes
the change in optical density
[%OD(%C)] of the sample after
an initial infrared excitation. (B)
Water cluster anions. Levels are
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Fig. 2. Time-resolved photoelectron imag-
ing of water cluster anions. (A) Photoelec-
tron image of (D2O)25

–
collected at the

1250 nm þ 400 nm pump-probe temporal
overlap. Features I and II arise from the two-
color resonant and direct 400-nm photo-
detachment processes shown in Fig. 1B.
(B) Time-resolved photoelectron spectra of
(D2O)25

–
. Features highlighted in (A) are dis-

played with pump-probe delays indicated.
(C) Features I and II. Integrated intensities

of features I and II versus pulse delay (experiment, circles; fit, black lines). The fit curves produce
a 398 T 50 fs electronic lifetime for the excited cluster.
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observed for the fastest dynamics measured in

condensed-phase experiments (8, 12). To test

the dependence of the excited-state lifetime on

excitation energy, (H
2
O)

45

–
was investigated

at a pump energy of 1.57 eV. The lifetime,

117 T 15 fs, is very close to that found at

1.0 eV and is consistent with the upper bound

previously determined by Weber et al. (19).

These results may be compared and

contrasted with the two proposed bulk re-

laxation mechanisms discussed above. The

upper state internal conversion lifetimes de-

crease markedly with increasing cluster size,

approaching 100 fs for the largest (H
2
O)

n
–

clusters studied here (Fig. 4). This trend

suggests even faster IC in bulk water, thereby

supporting the nonadiabatic relaxation mech-

anism in which IC occurs on a 50-fs time

scale, rather than the adiabatic solvation mod-

el in which a È400-fs IC has been assigned.

Indeed, a plot of IC lifetime versus 1/n,

shown in Fig. 4, is linear and extrapolates

to 50 fs in the bulk limit. The significant

isotope effect observed for IC in clusters,

evident in the (D
2
O)

n

–
lifetimes plotted in

Fig. 4, is likewise consistent with the non-

adiabatic mechanism, in which a similar iso-

tope effect is attributed to the IC step (12). In

contrast, the adiabatic solvation mechanism

attributes the isotope effect to faster excited-

state hydration in H
2
O, whereas the process

attributed to IC is insensitive to the identity of

the isotopomer (8). Finally, the absence of

observable upper-state hydration dynamics in

our experiment, which would be observed by

changes in excited-state spectral features with

time, is also in accord with the nonadiabatic

mechanism. In this study, all observed dy-

namical characteristics support the nonadia-

batic relaxation model.

A primary motivation for undertaking

studies of water cluster anions was to resolve

ambiguities regarding the relaxation dynamics

of the hydrated electron in solution. We have

shown that these ambiguities are directly

addressed by investigating the cluster environ-

ment, because photoelectron eKE distributions

of the excited- and ground-state (H
2
O)

n

–
are

highly distinct (Fig. 2). Thus, internal con-

version dynamics from the upper state are

cleanly decoupled from solvent relaxation/

reorganization processes in the cluster environ-

ment, with the rates and nature of relaxation

processes free of overlapping spectral signa-

tures that complicate bulk studies. With this in

mind, our findings offer important insight into

the dynamics of the bulk hydrated electron.

The above interpretation of our results

raises the issue of whether it is appropriate to

extrapolate bulk hydrated electron dynamics

from those of modest-sized water cluster

anions. This issue is particularly important

in light of debate regarding whether the

excess electron is localized at the cluster

surface or within a solvent network cavity.

Regardless of which structure holds, it

certainly appears more reasonable to extrap-

olate the cluster relaxation rates to the faster

of the two assigned IC time scales for the

bulk hydrated electron. Nonetheless, exten-

sion of our results to the bulk dynamics is

more attractive if the clusters studied here

have interior excess electrons, because such

structures should be more akin to e
aq

– . Coe

(22) has argued that n–1/3-dependent plots of

(H
2
O)

n
– VDEs, obtained from anion photo-

electron spectroscopy (n 0 11 to 69) (17), and

absorption maxima, determined from electron-

ic spectroscopy (n 0 11 to 50) (21), extrapo-

late sensibly to bulk values and support the

notion that clusters in this size range have

internal states. This interpretation disagrees

with earlier simulations by Barnett et al. (23)

that predict surface states to be more stable up

to n 0 32, with the transition to interior states

occurring by n 0 64. However, Bartels (25)

has pointed out that the model potentials used

in these simulations bind the electron too

tightly and that improved model potentials for

the e–IH
2
O interaction need to be developed to

assess the possible role of surface states.

Although our TRPEI measurements do not

settle this issue, the IC lifetimes in Fig. 4 vary

smoothly with cluster size, casting further

doubt on the existence of a structural transi-

tion in the n 0 25 to 50 range. However,

preliminary experiments in our laboratory

(29) have demonstrated that ion source

conditions can be adjusted to generate

(H
2
O)

n
– (n , 50) with significantly lower

VDEs compared with the clusters discussed

here. These newly observed clusters may well

represent the long-sought surface states, in

which case the cluster dynamics presented in

this paper are most likely from structures in

which the excess electron has appreciable

amplitude within the cluster.
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