Nonresonant coherent amplitude transfer in attosecond four-wave-mixing spectroscopy
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Attosecond four-wave mixing (FWM) spectroscopy using an extreme ultraviolet (XUV) pulse and two noncollinear near-infrared (NIR) pulses is employed to measure Rydberg wave packet dynamics resulting from XUV excitation of a 3s electron in atomic argon into a series of autoionizing $3s^{-1}np$ Rydberg states $\sim 29$ eV. The emitted signals from individual Rydberg states exhibit oscillatory structure and persist well beyond the expected lifetimes of the emitting Rydberg states. These results reflect substantial contributions of longer-lived Rydberg states to the FWM emission signals of each individually detected state. A wave packet decomposition analysis reveals that coherent amplitude transfer occurs predominantly from photoexcited $3s^{-1}(n+1)p$ states to the observed $3s^{-1}np$ Rydberg states. The experimental observations are reproduced by time-dependent Schrödinger equation simulations using electronic structure and transition moment calculations. The theory highlights that coherent amplitude transfer is driven nonresonantly to the $3s^{-1}np$ states by the NIR light through $3s^{-1}(n+1)s$ and $3s^{-1}(n-1)d$ dark states during the FWM process.
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1. INTRODUCTION

Rydberg wave packets are nonstationary states composed of a coherently phased superposition of stationary Rydberg eigenstates. These states are typically well characterized in noble gases, lending them well to systematic investigation. Rydberg state lifetimes are expected to scale by $(n^*)^3$, where the effective principal quantum number $n^* = n - \delta$ accounts for the quantum defect $\delta$; this follows from established rules for the oscillator strengths of autoionizing states in a Rydberg series [1–3]. Thus, Rydberg series in atomic gases can be used to investigate the evolution of Rydberg wave packets following the broadband excitation of a coherent superposition of well-defined stationary eigenstates. Recent interest in using Rydberg atoms in quantum simulators by coherently manipulating core electrons of atoms while they exist in excited Rydberg states underscores the importance of precisely measuring coherent interactions among autoionizing Rydberg states [4]. The ability to prepare and manipulate quantum superposition states coherently, affecting their individual components and time-dependent evolution, has long been sought after to develop new quantum technologies [5]. One key aspect of interpreting quantum coherences is precisely understanding how information about the superposition is encoded in the reporting states from which a signal is detected.

Using broadband attosecond light pulses at extreme ultraviolet (XUV) photon energies produced in tabletop optics laboratories, one can generate a coherent electronic wave packet comprising a superposition of multiple Rydberg states. The evolution of these coherent dynamics may then be followed with attosecond and few-femtosecond temporal resolution owing to the ultrashort pulse durations that are now routinely available [6]. Attosecond four-wave mixing (FWM) spectroscopy is a powerful new means of measuring ultrafast dynamics in atomic and molecular systems that are excited by such broadband XUV attosecond pulses [7–11]. This FWM technique utilizes a noncollinear beam geometry to generate background free XUV emission signals from phase-matched wave-mixing pathways in a sample. Recent attosecond FWM studies have shown that accurate lifetimes of highly excited individual states are directly obtainable in the time domain for a few specific cases. For example, the autoionization lifetimes of the $4p^{-1}6d$, $4p^{-1}7d$, and $4p^{-1}8d$ Rydberg states in gaseous Kr were directly characterized by Fidler et al. [12] in agreement with frequency-domain literature values. Lin et al. [13] measured the few-femtosecond lifetimes of two vibrational levels in gaseous $O_2$ in the $3ss\gamma$ Rydberg series converging to the $O_2^c$ c state $\sim 21$ eV, revealing an interplay between electronic autoionization rate and internuclear distance. In a study of NaCl with Na$^+$ $L_{2,3}$-edge excitation, Gaynor et al. [14] identified and characterized the few-femtosecond lifetimes of several atomiclike core excitons that are highly
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localized about the Na\(^+\) in the ionic solid. In some cases, the accurate time-domain retrieval of dynamics using attosecond FWM spectroscopy can be known or assumed to be through resonant transitions between XUV-excited bright states and nearby dark states driven by few-cycle near-infrared (NIR) pulses. However, the FWM process can involve optical transitions between multiple excited states, which may occur resonantly or nonresonantly, and the origin of the FWM signal from each individual state may not arise from the particular observed state. An accurate understanding of time-dependent coherent dynamics in atomic and molecular systems requires careful consideration of each light-matter interaction involved in the FWM experiment [15,16].

Figure 1 illustrates how a broad bandwidth of XUV-excited states, such as in a Rydberg wave packet, is monitored in attosecond FWM spectroscopy. The blue shaded region indicates the coherent excitation of many stationary eigenstates by the broadband XUV light pulse represented by the blue arrow, and the two red arrows reflect consequent time-controlled light-matter interactions between the XUV-excited states and nearby dark states that are driven by few-cycle NIR pulses. The two depicted pathways show that two or more different Rydberg states can couple directly to the same XUV bright state from which the signal is emitted.

As explored in this paper, this mechanism can lead to the amplitudes of the multiple states in the initial Rydberg wave packet are transferred through the second and third light-matter interactions driven by the NIR pulses.

A comprehensive analysis of coherent superpositions created by the excitation of an Ar 3s\(^{-1}\)np Rydberg wave packet \(\sim 29\) eV is presented. The experimental measurements are fitted to a wave packet model to extract the amplitude coefficients of the coherent superposition responsible for the time-dependent FWM emission from individual 3s\(^{-1}\)np Rydberg eigenstates. Calculations using the time-dependent Schrödinger equation (TDSE) support the measurements and wave packet modeling to elucidate the coherent amplitude transfer that occurs during the few-cycle NIR pulse interactions, resulting in the set of coherent oscillations observed in the detected individual state emissions. The results indicate that the coherent decay signals from 3s\(^{-1}\)np states are dominated by their coupling to longer-lived 3s\(^{-1}\)(n + 1)p states created by the XUV excitation pulse and that this coupling occurs via nonresonant amplitude transfer through the optically dark 3s\(^{-1}\)(n + 1)s and 3s\(^{-1}\)(n − 1)d states driven by the NIR pulses. Moreover, each emitting 3s\(^{-1}\)np state displays strong quantum beating, primarily between itself and the 3s\(^{-1}\)(n + 1)p state, with minor components from other states. Overall, the Rydberg series measurements reported here act as a vehicle for elucidating the role of nonresonant coherent amplitude transfer in attosecond FWM spectroscopy.

\section{Results and Analysis}

\subsection{Attosecond FWM Spectra of Ar Rydberg wave packets}

The apparatus and technique have been described previously [12,14]. Briefly, the output of a Ti:sapphire laser (Femtopower, 1 kHz repetition rate, 1.7 mL/pulse, 22 fs, 780 nm) is spectrally broadened in a stretched hollow core fiber compressor (Few-Cycle Inc.) and temporally compressed using a combination of seven chirped mirror pairs (Ultrafast Innovations, PC70) and temporally compressed using a combination of seven chirped mirror pairs (Ultrafast Innovations, PC70). Fused silica wedge pairs, and a 2-mm-thick ammonium dihydrogen phosphate crystal. This yields pulses of sub-6 fs pulse duration with spectra spanning 550–950 nm and \(\sim 600\) mJ/pulse energies. The beam is then split by a 75:25 (R:T) beam splitter in a Mach-Zender interferometer to separate the NIR driving pulse used to create the XUV pulse by high harmonic generation (HHG) from the pulse used to generate the two noncollinear NIR beams.

Attosecond pulses of XUV radiation in the 25–45 eV range are produced by HHG in Kr (\(\sim 4\) Torr backing pressure). A 150-nm-thick Al foil attenuates the copropagating NIR driving field from the newly generated XUV pulse. The transmitted XUV pulse is refocused by a gold-coated toroidal mirror through an annular mirror into a 1 mm pathlength gas cell for the sample, in which Ar flows out of the laser.
entrance and exit pinholes at a backing pressure of 14 Torr. The remaining NIR pulse in the other arm of the Mach-Zender interferometer is delayed relative to the XUV beam using a piezoelectric translation stage, and this beam is then further split with a 50:50 beam splitter to create the two NIR pulses for use in the wave-mixing experiment. The relative temporal delay between the two NIR pulses is further controlled using a second piezoelectric translation stage. The two NIR beams are focused and routed through the vacuum chamber to the sample cell to overlap with the XUV pulse spatially and temporally. The two NIR beams are vertically arranged, one above and one below the XUV beam. The interaction of all three beams with the sample produces the phase-matched background free FWM signal.

The NIR pulse envelope is estimated to be 5.6 fs from the rise time of the Ar $3s^{-1} 4p$ autoionization signal measured by attosecond transient absorption (ATA). The emitted XUV signals are filtered using another 150 nm thick Al foil, then spectrally dispersed in the horizontal plane with a flat field grating and recorded using an x-ray charge-coupled device (CCD) camera. In addition to the background free wave-mixing signals, there are ATA signals that copropagate with the XUV beam. The wave-mixing signals can be isolated from the ATA signal and residual XUV beam and then further optimized using a vertically translatable camera mount that allows for the unwanted ATA signals and XUV beam to be translated off the CCD imaging area.

The transient FWM spectrum of the Ar $3s^{-1} np$ Rydberg wave packet is shown in Fig. 2(a) with temporal lineouts shown as solid lines in Fig. 2(b). Time-dependent emissions from the $3s^{-1} 5p$–$9p$ Rydberg states appear as horizontal features in Fig. 2(a). Signatures from the coherent superposition of Rydberg states are prominent in the FWM signals, manifested as strong intensity oscillations in the emissions from each $3s^{-1} np$ Rydberg state. Clear variations exist in the coherent oscillation periodicity and modulation depth for $3s^{-1} np$ emissions of different principal quantum number. In general, the oscillations have a larger modulation depth and a lower frequency as $n$ increases. The decay times of the $3s^{-1} np$ emissions increase with $n$, in qualitative agreement with the well-known trend in autoionization lifetimes. However, the measured decay time of each $3s^{-1} np$ emission is substantially longer than expected from frequency-domain linewidth measurements [17,19,20] and calculations [21] found in the literature for that state. For example, the $3s^{-1} 5p$ and $3s^{-1} 6p$ state linewidths obtained from synchrotron photoabsorption experiments are 28.2 and 12.6 meV, respectively, corresponding to lifetimes of 23.3 and 52.2 fs [17,19]. For comparison, single exponential decay functions with the decay rate corresponding to the frequency-domain line widths for the $3s^{-1} 5p$ and $3s^{-1} 6p$ Rydberg states are shown in Fig. 2(b) as dashed blue and dashed red lineouts, respectively. The experimental temporal lineouts of the $3s^{-1} 5p$ (blue) and $3s^{-1} 6p$ (red) states in Fig. 2(b) decay on $\sim 50$ and $\sim 150$ fs time scales, respectively. The discrepancy between the frequency-domain linewidths and the time-domain FWM decays in Fig. 2(b) along with the pronounced quantum beating conveys that the observed Ar $3s^{-1} np$ Rydberg series FWM emissions exhibit more complex dynamics than a one-to-one mapping of the initial Rydberg wave packet excited by the attosecond XUV pulse. Previous work [12] has shown this one-to-one mapping can occur when the NIR interactions are resonant with XUV dark states during V- or Λ-type FWM pathways. To better understand the detected FWM emission from the Ar $3s^{-1} np$ Rydberg wave packet, the features in Fig. 2 are decomposed into the constituent eigenstates in the superposition by determining their relative amplitudes and phase.

Analysis of the $3s^{-1} 5p$ emission is presented in Figs. 3(a)–3(d), and the $3s^{-1} 6p$ emission is shown in Figs. 3(e)–3(h). The decay of the $n$th Rydberg eigenstate is represented as $\psi_n(\omega_n, \Gamma_n, t) = -\exp(\omega_n t - \Gamma_n t)$, while $\Psi(t) = \sum_n A_n \times \psi_n(\omega_n, \Gamma_n, t)$ is the coherent superposition of all Rydberg eigenstates. Here, $\omega$ is the Rydberg state energy, $\Gamma$ is the autoionizing linewidth, and $A_n = a_n \exp(i\phi_n)$ are the complex superposition coefficients with amplitudes $a_n$ and phase $\phi_n$. The emitted FWM signal reports on the dynamics of the Rydberg wave packet, and the intensity of the emitted electric field during the FWM process is detected...
FIG. 3. Extracting the $3s^{-1}np$ state amplitudes composing the Rydberg wave packet through four-wave mixing emission. The wave-mixing signal of the $3s^{-1}5p$ signal is analyzed in (a)–(d), and the $3s^{-1}6p$ signal is analyzed in (e)–(h). The signals are first fit to the wave packet model described in the text (a) and (e). The coefficient amplitudes $a_n$ of each component Rydberg state in the wave packet is plotted as obtained from the fit (b) and (f) with the error bars representing the 95% confidence interval of the amplitudes. The exponential decay components from the fit are subtracted to isolate the coherent oscillations in the wave-mixing signals (c) and (g), and then the oscillations are Fourier transformed to identify the primary coherence components in the signals (d) and (h). Peaks labeled i–iv are discussed further in the text.

The emitted FWM signal reflects the dynamics of the coherent superposition resulting from the initial XUV-prepared $Ar 3s^{-1}np$ Rydberg wave packet being reshaped from two NIR light-matter interactions. It is important to note the difference between the initial Rydberg wave packet prepared by the XUV pulse and the coherent superposition that generates the FWM emission signal. The detected coherence signal results from probing the initial XUV-prepared Rydberg wave packet with the two NIR light-matter interactions that project part of the initial Rydberg wave packet onto each final Rydberg state, which then emits a FWM signal.

As shown in Figs. 3(a) and 3(e), very good agreement between the model and the experimental data is achieved for the $3s^{-1}5p$ and $3s^{-1}6p$ emissions, giving $R^2$ goodness of fit parameters of 0.99 and 0.96, respectively. The emitted coherence dynamics observed in the $3s^{-1}5p$ and $3s^{-1}6p$ emissions are then elucidated by plotting the $a_n$ coefficients for all eigenstates in Figs. 3(b) and 3(f). Interestingly, emission from the $3s^{-1}5p$ state is dominated by the character of the $3s^{-1}6p$ state; similarly, the $3s^{-1}6p$ emission is dominated by the $3s^{-1}7p$ state. This trend also holds for the $3s^{-1}7p$ emission, although the fit is worse for higher $n$ Rydberg states, as neighboring states are energetically closer; see Appendix A for $7p$ fitting.

The FWM intensity oscillations characterizing the coherent superposition are directly analyzed by subtracting the multiexponential decay that arises from the fits as the diagonal $|A_n \psi_n|^2$ terms. The experimental coherence signatures of the $3s^{-1}5p$ and $3s^{-1}6p$ emissions are isolated in Figs. 3(c) and 3(g), along with their Fourier transforms in Figs. 3(d) and 3(h), respectively. These signatures reflect the cross terms of the type $(A_n \psi_n)(A_m \psi_m)$, where $n \neq m$. The most intense oscillations of the $np$ emission, e.g., peak i at 0.49 eV and peak ii at 0.24 eV in Figs. 3(d) and 3(h), respectively, occur at the beat frequency corresponding to the energy difference between the $(n+1)p$ and the $np$ Rydberg states. These respective energy differences are consistent with the 0.50 eV separation of the $3s^{-1}5p$ and $3s^{-1}6p$ states and with the 0.24 eV separation of the $3s^{-1}6p$ and $3s^{-1}7p$ states as measured in our spectrometer. We note that the 5.6 fs duration of the instrument response may limit the experimental resolution of the coherent modulation depth for superposition states with energetic separation >0.7 eV (5.9 fs). However, this does not alter the analysis, which is primarily determined by the
FIG. 4. Calculated oscillator strengths and energy level diagram for extreme ultraviolet (XUV)-bright and dark states. The energies of the 3s\(^{-1}\) np, 3s\(^{-1}\) ns, and 3s\(^{-1}\) nd Rydberg state with respect to the [Ne] 3s\(^2\) 3p\(^0\) ground state of Ar are shown in (a). The XUV-allowed 3s\(^{-1}\) np states are plotted on the vertical axis with purple grid lines, and the XUV-forbidden 3s\(^{-1}\) ns and 3s\(^{-1}\) nd states are plotted on the horizontal axis with pink and gray lines, respectively. The oscillator strengths for the 3s\(^{-1}\) np ↔ 3s\(^{-1}\) ns/3s\(^{-1}\) nd transitions are represented by the size of the circles; the position of the circle in the two-dimensional plot specifies the transition. An energy level diagram of relevant states in Fig. 3 is shown in (b). The center energy and bandwidth of the near-infrared (NIR) pulses is shown with respect to the 3s\(^{-1}\) 7p state to highlight the nonresonant condition probed in the experiment (NIR bandwidth is represented by the rainbow-colored box). See text for discussion of the example pathway highlighted in this figure.

It is clear from the analysis in Fig. 3 that the NIR wave-mixing pulses drive pathways that transfer amplitude from the (n + 1)p states of the Rydberg wave packet to the np states that produce FWM emission. There are additional superposition components of smaller magnitude in Figs. 3(d) and 3(h). Peak iii appears at 0.38 eV, in good agreement with the experimentally measured 0.37 eV energy difference between the 3s\(^{-1}\) 6p and 3s\(^{-1}\) 8p Rydberg states. Although weak, peak iv appears at 0.47 eV and is assigned to interfering contributions between the 3s\(^{-1}\) 5p and 3s\(^{-1}\) 6p coherence and the 3s\(^{-1}\) 6p and 3s\(^{-1}\) 9p coherence, both of which are expected at 0.45 eV. As discussed below in Fig. 4, consideration of oscillator strengths between XUV bright and dark states that are all far off-resonant with the NIR pulses provide a rationale for why certain states contribute more than others in this specific case.

B. Calculated oscillator strengths: A quantum roadmap

In this section, the experimentally observed coherence dynamics are explored theoretically to understand the physical origins of the coherence signatures discussed above with the goal of understanding more clearly how the NIR pulses complete the FWM pathways to produce the emitted signals. To achieve this, the oscillator strengths between the bright and dark states are calculated (Fig. 4), and the time-dependent emissions of an Ar 3s\(^{-1}\) np Rydberg wave packet are simulated and analyzed (Fig. 5). The energies of the Ar ground, 3s\(^{-1}\) np (4 ≤ n ≤ 9), 3s\(^{-1}\) ns (4 ≤ n ≤ 9), and 3s\(^{-1}\) nd (3 ≤ n ≤ 9) states are calculated using the Cowan atomic structure code [22]. See Appendix B for further details on electronic structure calculations. The oscillator strengths between the XUV-allowed 3s\(^{-1}\) np states and the XUV-forbidden 3s\(^{-1}\) ns and 3s\(^{-1}\) nd states are shown in Fig. 4(a) through the relative area of the colored circles. For example, the pink circle in the bottom left reflects the oscillator strength for the transition between the 3s\(^{-1}\) 5p and 3s\(^{-1}\) 5s states and is calculated as 0.494. Similarly, the calculated oscillator strength for the 3s\(^{-1}\) 5p to 3s\(^{-1}\) 6s transition is 0.301. Table I lists the oscillator strengths for the principal transitions shown in Fig. 4(a). The oscillator strengths for the other transitions not listed in the table are typically orders of magnitude smaller; see Appendix B for a complete list of calculated oscillator strengths.

Collectively, Fig. 4(a) and Table I show that the largest oscillator strengths are for transitions where, first, the angular orbital momentum quantum number reduces by one (e.g., 7p to 7s in the first column), followed by strong oscillator strengths for transitions where the principal quantum number also changes (e.g., 6p to 7s in the second column). A representative pathway connecting 3s\(^{-1}\) 7p character with the 3s\(^{-1}\) 6p state is pointed out with arrows and labels in Fig. 4(a) and with red curved arrows in Fig. 4(b). This pathway demonstrates that the 3s\(^{-1}\) 7p excitation can connect to the 3s\(^{-1}\) 7s dark state with the first NIR interaction, followed by the transition to the 3s\(^{-1}\) 6p bright state with the second NIR interaction. In this way, Fig. 4(a) serves as a map of the quantum transition pathways that result in the observed coherence signatures and the extended decay times of the Ar 3s\(^{-1}\) np Rydberg states in Fig. 2. Specifically, the results suggest that the (n + 1)p and (n−1)d states are the dominant XUV-forbidden states connecting the np and (n + 1)p states during the FWM process. When the Rydberg wave packet dynamics are projected back onto the 3s\(^{-1}\) np states by the XUV ± NIR1 ± NIR2 pulse sequence, the enhanced (n + 1)p character extends the coherent wave packet dynamics observed in the FWM signal decay time beyond what is expected from the individual 3s\(^{-1}\) np Rydberg states. These calculations are consistent with the experimental observations shown in Fig. 3. Interestingly, as the energy level diagram in Fig. 4(b) shows, the observed FWM transition pathways are highly nonresonant for the NIR pulses. The energy separations between identified states involved in the wave-mixing pathways span 0.05–0.35 eV, whereas the NIR pulse spectrum spans 1.23–2.25 eV.

To confirm the origin of the time-dependent behavior measured in the FWM experiment, the transient response of the argon atoms is simulated by numerically solving the TDSE where the transition dipole moments between the calculated 3s\(^{-1}\) np, 3s\(^{-1}\) ns, and 3s\(^{-1}\) nd states are explicitly included. The results are shown in Fig. 5; see Appendices for TDSE simulation details. The TDSE simulation in Fig. 5(a) shows prominent coherences, and the beat frequencies are identified by Fourier transform analysis in Fig. 5(b). The Fourier
components from the TDSE simulation highlight the influence of the oscillator strengths calculated in Fig. 4(a) through the dynamics. For comparison with theory, the experimental FWM spectrum in Fig. 2(a) has also been Fourier transformed over the XUV-NIR time delay \( \tau_1 \), which is given in Fig. 5(c).

We note that the experimental coherence peaks lie on top of strong features at very low frequencies that approach 0 eV due to the underlying exponential decay dynamics. The noise level in Fig. 5(c) is greater than the FFT analyses in Figs. 3(d) and 3(h) because the underlying multiexponential decay components cannot be removed globally to enable the enhanced resolution FFT analysis shown in Fig. 3.

The black outlined boxes in Fig. 5(b) group the beat frequencies of the coherences involving the \( np \) and \((n+1)p\) states. The gray box shows the additional \( 6p \leftrightarrow 8p \) coherence viewed in the \( 6p \) emission. Peaks i–iv, as observed in the experimental analysis of Figs. 3(d) and 3(h), are labeled in green in the theoretical coherence map of Fig. 5(b), providing theoretical confirmation of the identified coherences and explanation. Peak i is present in the theoretical \( 5p \) emission at 0.50 eV coherence frequency and 27.99 eV XUV emission energy. Peak ii is observed in the theoretical \( 6p \) emission at 0.24 eV coherence frequency and 28.51 eV XUV emission energy. Peak iii appears at 0.38 eV coherence frequency and 28.51 eV. The two expected contributions to peak iv are present in the theoretical \( 6p \) emission; the \( 5p \leftrightarrow 6p \) coherence is observed at 0.50 eV, and the \( 6p \leftrightarrow 9p \) coherence feature appears at 0.46 eV.

### III. DISCUSSION

The coherent nature of the dynamics involving many Rydberg eigenstates is on full display in the presented experiments and accompanying theory, as the oscillatory intensity of the \( np \) FWM emission extends much longer than expected. For example, the \( 3s^{-1} \) \( 5p \) emission has visible oscillations out to \( \sim150–200 \) fs even though the \( 3s^{-1} \) \( 6p \) autoionization lifetime is 52.2 fs. Although higher \( n \) members of the Rydberg series make up small portions of the amplitude distribution in the fitted FWM emissions, they are still part of the coherent superposition and thus exert influence over its time dependence. The agreement between the experimental FWM signals and the simulated results shows that the detected coherent wave packet dynamics are largely driven by the transition dipoles of the NIR coupled states in the excited \( 3s^{-1} np \) Ar system itself, even though there are no XUV-forbidden states \((3s^{-1} ns/d)\) to complete the wave-mixing pathways lying within the NIR bandwidth. By contrast, previous FWM experiments on the Kr \( 4s^2 4p^5 nl \) autoionizing Rydberg series used NIR-resonant \( 4p^{-1} np \) states to measure \( 4s^2 4p^5 nl \) state lifetimes that matched frequency-domain lifetime predictions [12]. Theoretical investigations of similar off-resonant conditions in ATA spectroscopy also show that the dynamics can be governed largely by transition dipole moments and coherent dephasing rather than by population transfer and relaxation, as occurs when on resonance [23].

The results in this paper may be considered through the lens of wave packet reshaping where coherent amplitude transfer, which occurs through nonresonant NIR light-matter interactions, changes the amplitude coefficients in the superposition of the detected coherence in relation to the initial
XUV-excited Rydberg wave packet. These FWM studies of Ar Rydberg wave packets show that a systematic alteration of autoionization events is possible that is intrinsic to the system itself after a Rydberg wave packet is launched. As the amplitude distributions show from the wave packet decomposition in Fig. 3, the off-resonant NIR interactions have the effect of redistributing or transferring amplitude among the Rydberg eigenstates that compose the coherent superposition, i.e., from the $3s^{n-1}(n+1)p$ states to the $3s^{n-1}np$ states. Importantly, the nature of the coherent amplitude transfer relies upon the transition dipole moments connecting $3s^{n-1}np$, $3s^{n-1}ns$, and $3s^{n-1}nd$ states within the excited state system. It is also significant that the FWM emission decays of the autoionizing $np$ states are extended here rather than shortened with respect to their literature line-width values. Other time-dependent wave packet studies have shown detected coherence lifetimes decaying on the time scale of the shorter-lived components in the superposition [24]. ATA spectroscopy has been used to measure Ar $3s^{n-1}4p$ and $3s^{n-1}5p$ decay times consistent with frequency domain literature due to NIR coupling with continuum states or, for the $3s^{n-1}4p$ state, through resonant dark states accessed by one NIR photon [25]. The nonresonant NIR-coupled pathways in this attosecond FWM experiment show that the transition dipole moments connecting the $(n+1)s$ and $(n-1)d$ dark states to the $np$ states maintain the coherence in the detected superposition, allowing for the $np$ state to be detected through its quantum interference with the $(n+1)p$ state long after its autoionization lifetime. The coherent amplitude transfer dynamic reported here sheds new light on important and complex coherent detection dynamics of autoionizing states that are ultimately governed by electron-electron correlations.

There is longstanding interest in coherently controlling excited state processes with systems ranging in complexity from prototypical atomic Rydberg wave packets [5,26–30] to mixed electronic, vibrational, and rotational wave packets in small molecules [24,31,32]. Often, the approach to controlling wave packet dynamics surrounds the preparation of specific wave-mixing pathways from the coherences using pulse shaping methods with iterative feedback to customize the wave packet composition for particular trajectories. The results in this paper do not go as far as coherent control. Frequency-domain pulse shaping methods have been previously used in the attosecond FWM experiment to analyze the NIR frequency dependence of an attosecond FWM experiment on the Ar $3s^23p^5ns/nd$ autoionizing Rydberg series [33]. In this application the few-cycle NIR light-matter interactions were on resonance with optically dark $3s^23p^54p$ states, which enabled the isolation of specific wave-mixing pathways from the coherences using the pulse shaper. Other more recent experiments have targeted the $3s^23p^5nf$ autoionizing Rydberg series in Ar in which Rydberg wave packet control is probed through narrower band Raman transitions and using photoelectron-based detection [34]. In contrast, the results presented here provide important insight about the role that nonresonant NIR light-matter interactions can have in coherently transferring amplitude during the attosecond FWM process. More broadly, in this paper, we emphasize the importance of carefully considering the nature of each light-matter interaction and coherence transfer during the probing stages of an initially excited wave packet.

IV. CONCLUSIONS

We have reported attosecond FWM spectra of the Ar $3s^{n-1}np$ autoionizing Rydberg series ~27–29 eV. In this investigation, we highlight the important role of nonresonant NIR light-matter interactions in probing XUV-excited Rydberg wave packets. The reported experiments and analysis reveal a mechanism of coherent amplitude transfer arising from the nonresonant NIR light-matter interactions that explain the detected FWM emission coherence decays. Importantly, in this paper, we identify the specific optically dark $(n+1)s$ and $(n-1)d$ states that are responsible for transferring $(n+1)p$ character to the $np$ states, from which the FWM emissions are detected. This results in the apparent lifetimes of Rydberg states other than the directly observed individual emissions dominating the FWM coherence decays. The overarching importance of a careful consideration of each light-matter interaction in the attosecond FWM process is emphasized in this paper. The insight contributed by this paper also has wide-ranging implications for current work in quantum information science, where the steps of creation, manipulation, and readout of coherent states are crucial to the performance and robustness of future quantum technologies.
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APPENDIX A: WAVE PACKET MODEL ANALYSIS

The equations used to fit the attosecond FWM lineouts are described in the main text. The 5p and 6p states were sufficiently fit using a wave packet of the 3s−1 np states where 4 ≤ n ≤ 10, while the 7p state required up to n = 15. The autoionizing Rydberg state energies were obtained from literature values [17,21,35,36]. The autoionizing lifetimes for the 3s−1 np Rydberg states have been reported in the literature up to n = 8. To constrain the autoionizing lifetimes τ for all Rydberg states used in the wave packet model, the lifetimes for the 4 ≤ n ≤ 8 states in the series were compiled from the literature [17,18,21] and fit to the well-known cubic scaling law for autoionizing lifetimes [1–3] \( \tau = \tau_0 (n-\delta)^3 \), where \( \tau_0 \) is a proportionality constant and \( \delta \) is the known quantum defect. Using this fit, the higher members of the Rydberg series that are not available in the literature can be included in the analysis in a consistent manner with the known lifetimes of the lower n members. The cubic scaling fit is shown in Fig. 6 for extrapolating higher n member lifetimes.

1. The Ar 3s−1 7p lineout fit

As noted in the main text, the wave packet model fitting becomes less robust as the stationary Rydberg eigenstates composing the wave packet become closer in energy, which clearly begins to affect the fitting in the 7p lineout. The 7p lineout is shown in Fig. 7.

2. Fitted parameters of the Ar 3s−1 5p, 6p, and 7p lineouts

The Levenburg-Marquardt algorithm was used in a nonlinear least squares fitting routine using the wave packet model equation given in the main text. The amplitude coefficients \( a_n \) were optimized to fit the experimental data by the fitting algorithm, while the autoionizing linewidth (lifetime) \( \Gamma_n (\tau_n) \) and eigenstate energy \( \omega_n \) were initially set to literature-

\[
\begin{align*}
\text{TABLE II. 3s}^{-1} 5p \text{ fit; } R^2 = 0.99. \\
\begin{array}{cccccc}
n & a_n & \phi_n (\text{radians}) & \Gamma_n (\tau_n) (\text{eV}) & \tau_n (\text{fs}) & \omega_n (\text{eV}) \\
4 & 0.00959 & 2.752 & 0.090 & 7.31 & 26.61 \\
5 & 0.04113 & 2.592 & 0.029 & 22.46 & 27.98 \\
6 & 0.7137 & 0.822 & 0.012 & 54.47 & 28.49 \\
7 & 0.00829 & -0.488 & 0.007 & 93.60 & 28.78 \\
8 & 0.00682 & -1.925 & 0.004 & 157.00 & 28.91 \\
9 & 0.03638 & -2.643 & 0.003 & 243.80 & 28.98 \\
10 & 0.00689 & 0.212 & 0.002 & 359.20 & 29.03 \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{TABLE III. 3s}^{-1} 6p \text{ fit; } R^2 = 0.96. \\
\begin{array}{cccccc}
n & a_n & \phi_n (\text{radians}) & \Gamma_n (\tau_n) (\text{eV}) & \tau_n (\text{fs}) & \omega_n (\text{eV}) \\
4 & 0.00441 & -2.406 & 0.090 & 7.31 & 26.63 \\
5 & 0.00644 & 3.142 & 0.020 & 33.43 & 28.00 \\
6 & 0.1062 & 0.382 & 0.009 & 74.93 & 28.51 \\
7 & 0.9393 & -0.096 & 0.005 & 140.40 & 28.76 \\
8 & 0.01753 & 1.487 & 0.003 & 235.30 & 28.89 \\
9 & 0.1446 & -1.342 & 0.002 & 365.80 & 29.00 \\
10 & 0.00807 & -0.230 & 0.002 & 359.20 & 29.04 \\
\end{array}
\end{align*}
\]
TABLE IV. 3s\(^{-1}\)7p fit; \(R^2 = 0.76\).

<table>
<thead>
<tr>
<th>(n)</th>
<th>(a_n)</th>
<th>(\phi_n) (radians)</th>
<th>(\Gamma_n) ((\tau_n)) (eV)</th>
<th>(\tau_n) (fs)</th>
<th>(\omega_n) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.00328</td>
<td>0.9799</td>
<td>0.009</td>
<td>74.9</td>
<td>28.52</td>
</tr>
<tr>
<td>7</td>
<td>0.206</td>
<td>0.8908</td>
<td>0.005</td>
<td>140.4</td>
<td>29.17</td>
</tr>
<tr>
<td>8</td>
<td>1.012</td>
<td>1.143</td>
<td>0.003</td>
<td>235.6</td>
<td>28.74</td>
</tr>
<tr>
<td>9</td>
<td>0.037</td>
<td>0.1997</td>
<td>0.003</td>
<td>243.8</td>
<td>28.88</td>
</tr>
<tr>
<td>10</td>
<td>0.2189</td>
<td>1.920</td>
<td>0.001</td>
<td>538.8</td>
<td>29.02</td>
</tr>
<tr>
<td>11</td>
<td>0.00540</td>
<td>0.4099</td>
<td>0.001</td>
<td>550.0</td>
<td>29.02</td>
</tr>
<tr>
<td>12</td>
<td>0.01882</td>
<td>0.139</td>
<td>0.001</td>
<td>1100</td>
<td>29.08</td>
</tr>
<tr>
<td>13</td>
<td>0.02858</td>
<td>1.342</td>
<td>0.0004</td>
<td>2199</td>
<td>29.10</td>
</tr>
<tr>
<td>14</td>
<td>0.01892</td>
<td>0.1579</td>
<td>0.0004</td>
<td>1100</td>
<td>29.12</td>
</tr>
<tr>
<td>15</td>
<td>0.02274</td>
<td>0.1724</td>
<td>0.0003</td>
<td>2400</td>
<td>29.15</td>
</tr>
</tbody>
</table>

obtained values and then constrained with upper and lower boundaries in the fitting algorithm to enable convergence. The autoionizing lifetimes were obtained as described above in Appendix A based on available literature; the eigenstate energies were given upper and lower boundaries separated by 10 meV to approximate the 11 meV instrumental spectral resolution and enable the fitting algorithm to converge effectively. The phase \(\phi_n\) was allowed to float over the range \(-\pi\) to \(\pi\) radians during fit optimization (see Tables II–IV).

As can be seen from the higher member fitted parameters, especially those for \(n \geq 8\), the narrow linewidths are too narrow to be spectrally resolved, and they begin to complicate the physical accuracy of the fit.

APPENDIX B: COMPUTATIONAL METHODS

1. TDSE simulation

The core-level time-dependent absorption response of argon atoms is simulated by numerically solving the TDSE for the discrete electronic levels:

\[
\frac{i}{\hbar} \frac{\partial}{\partial t} c_n(t) = \epsilon_n - \frac{i\Gamma_n}{2} - \sum_{m \neq n} d_{n,m} E(t). \tag{B1}
\]

In Eq. (B1), \(c_n(t)\) is the complex coefficient for the \(n\)th electronic state, \(\epsilon_n\) is the state energy, \(\Gamma_n\) is the autoionization lifetime of the core-excited states obtained in the same way as used for the wave packet modeling and described in Fig. 6. \(E(t)\) is the laser electric field, and \(d_{n,m}\) is the transition dipole moment between the \(n\)th and \(m\)th states. The electronic structure of argon is computed as described below. The XUV absorption signals are obtained by calculating the single-atom absorption cross-section:

\[
\sigma(\omega) \propto \omega \text{Im} \left[ \frac{d(\omega)}{E(\omega)} \right], \tag{B2}
\]

where \(d(\omega)\) and \(E(\omega)\) are the Fourier-transformed dipole moments and applied laser field, respectively [23]. The laser electric field consists of a NIR pump pulse (750 nm, 4 fs, 5 \times 10^{11} \text{W/cm}^2) and an XUV pulse (40 nm, 80 as, 1 \times 10^{10} \text{W/cm}^2). The equation is solved by the fourth-order Runge-Kutta method at a step size of 6 as.

2. Oscillator strengths

The electronic structure of argon was computed by using the atomic structure calculation code of Cowan, which is based on a multiconfiguration Hartree-Fock model with empirically adjusted Slater parameters [22]. The simulation includes 20 electronic states: the ground, \(3s^{-1}np\) \((4 \leq n \leq 9)\), \(3s^{-1}ns\) \((4 \leq n \leq 9)\), and \(3s^{-3}nd\) \((3 \leq n \leq 9)\) states. The state energies are given as well as the calculated oscillator strengths for the \(p \rightarrow s\) and \(p \rightarrow d\) transitions (see Tables V–VII).

TABLE V. Calculated argon Rydberg state energies.

<table>
<thead>
<tr>
<th>State</th>
<th>Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3s^{-1}np)</td>
<td>26.594</td>
</tr>
<tr>
<td>(4p)</td>
<td>27.999</td>
</tr>
<tr>
<td>(5p)</td>
<td>28.513</td>
</tr>
<tr>
<td>(6p)</td>
<td>28.761</td>
</tr>
<tr>
<td>(7p)</td>
<td>28.901</td>
</tr>
<tr>
<td>(9p)</td>
<td>28.987</td>
</tr>
<tr>
<td>(3s^{-1}ns)</td>
<td>25.305</td>
</tr>
<tr>
<td>(4s)</td>
<td>27.630</td>
</tr>
<tr>
<td>(5s)</td>
<td>28.354</td>
</tr>
<tr>
<td>(6s)</td>
<td>28.679</td>
</tr>
<tr>
<td>(7s)</td>
<td>28.853</td>
</tr>
<tr>
<td>(9s)</td>
<td>28.957</td>
</tr>
<tr>
<td>(3s^{-1}nd)</td>
<td>27.554</td>
</tr>
<tr>
<td>(3d)</td>
<td>28.306</td>
</tr>
<tr>
<td>(4d)</td>
<td>28.652</td>
</tr>
<tr>
<td>(5d)</td>
<td>28.837</td>
</tr>
<tr>
<td>(6d)</td>
<td>28.947</td>
</tr>
<tr>
<td>(7d)</td>
<td>29.018</td>
</tr>
<tr>
<td>(8d)</td>
<td>29.066</td>
</tr>
</tbody>
</table>

TABLE VI. Calculated oscillator strengths, \(np \rightarrow ns\).

<table>
<thead>
<tr>
<th>(np)</th>
<th>(4s)</th>
<th>(5s)</th>
<th>(6s)</th>
<th>(7s)</th>
<th>(8s)</th>
<th>(9s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4p)</td>
<td>0.35146</td>
<td>0.17195</td>
<td>0.02152</td>
<td>0.00785</td>
<td>0.00395</td>
<td>0.00223</td>
</tr>
<tr>
<td>(5p)</td>
<td>0.00066</td>
<td>0.49417</td>
<td>0.30052</td>
<td>0.00785</td>
<td>0.00395</td>
<td>0.00223</td>
</tr>
<tr>
<td>(6p)</td>
<td>0.00002</td>
<td>0.00282</td>
<td>0.63662</td>
<td>0.42942</td>
<td>0.04497</td>
<td>0.01652</td>
</tr>
<tr>
<td>(7p)</td>
<td>0.00023</td>
<td>0.00005</td>
<td>0.00551</td>
<td>0.77603</td>
<td>0.55703</td>
<td>0.05941</td>
</tr>
<tr>
<td>(8p)</td>
<td>0.00077</td>
<td>0.00015</td>
<td>0.00750</td>
<td>0.90966</td>
<td>0.69695</td>
<td></td>
</tr>
<tr>
<td>(9p)</td>
<td>0.00961</td>
<td>0.00556</td>
<td>0.00320</td>
<td>0.00091</td>
<td>0.00206</td>
<td>0.93299</td>
</tr>
</tbody>
</table>
TABLE VII. Calculated oscillator strengths, np → nd.

<table>
<thead>
<tr>
<th>np</th>
<th>3d</th>
<th>4d</th>
<th>5d</th>
<th>6d</th>
<th>7d</th>
<th>8d</th>
<th>9d</th>
</tr>
</thead>
<tbody>
<tr>
<td>4p</td>
<td>0.16402</td>
<td>0.00013</td>
<td>0.00119</td>
<td>0.00124</td>
<td>0.00123</td>
<td>0.00272</td>
<td>0.00093</td>
</tr>
<tr>
<td>5p</td>
<td>0.04885</td>
<td>0.23818</td>
<td>0.00071</td>
<td>0.00009</td>
<td>0.00035</td>
<td>0.00135</td>
<td>0.00034</td>
</tr>
<tr>
<td>6p</td>
<td>0.00423</td>
<td>0.10278</td>
<td>0.30473</td>
<td>0.00284</td>
<td>0.00005</td>
<td>0.00040</td>
<td>0.00002</td>
</tr>
<tr>
<td>7p</td>
<td>0.00173</td>
<td>0.00897</td>
<td>0.15809</td>
<td>0.36805</td>
<td>0.00562</td>
<td>0.00006</td>
<td>0.00026</td>
</tr>
<tr>
<td>8p</td>
<td>0.00105</td>
<td>0.00342</td>
<td>0.01361</td>
<td>0.21474</td>
<td>0.42845</td>
<td>0.00673</td>
<td>0.00290</td>
</tr>
<tr>
<td>9p</td>
<td>0.00077</td>
<td>0.00199</td>
<td>0.00510</td>
<td>0.01827</td>
<td>0.27600</td>
<td>0.46764</td>
<td>0.2398</td>
</tr>
</tbody>
</table>