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Multiple Rydberg series converging to the O2
+ c 4S�

u state, accessed by 20–25 eV extreme

ultraviolet (XUV) light, serve as important model systems for the competition between

nuclear dissociation and electronic autoionization. The dynamics of the lowest member

of these series, the 3ssg state around 21 eV, has been challenging to study owing to its

ultra-short lifetime (<10 fs). Here, we apply transient wave-mixing spectroscopy with an

attosecond XUV pulse to investigate the decay dynamics of this electronic state.

Lifetimes of 5.8 � 0.5 fs and 4.5 � 0.7 fs at 95% confidence intervals are obtained for

v ¼ 0 and v ¼ 1 vibrational levels of the 3s Rydberg state, respectively. A theoretical

treatment of predissociation and electronic autoionization finds that these lifetimes are

dominated by electronic autoionization. The strong dependence of the electronic

autoionization rate on the internuclear distance because of two ionic decay channels

that cross the 3s Rydberg state results in the different lifetimes of the two vibrational

levels. The calculated lifetimes are highly sensitive to the location of the 3s potential

with respect to the decay channels; by slight adjustment of the location, values of 6.2

and 5.0 fs are obtained computationally for the v ¼ 0 and v ¼ 1 levels, respectively, in

good agreement with experiment. Overall, an intriguing picture of the coupled nuclear–

electronic dynamics is revealed by attosecond XUV wave-mixing spectroscopy,

indicating that the decay dynamics are not a simple competition between isolated

autoionization and predissociation processes.
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I. Introduction

The competition between autoionization and predissociation in highly excited
molecular electronic states is of great interest to the scientic community1–7 as it
addresses the coupling between electronic and nuclear degrees of freedom in
a fundamental way. Studies on such systems provide insights into the potential
energy surfaces of these states, along with the electron correlation and non-
adiabatic effects that drive their decay dynamics. Until recently, these dynamics
have been inferred from frequency-domain measurements, such as linewidths in
absorption cross sections from synchrotron or electron scattering experi-
ments.5,8–12 However, the advent of ultrafast light sources in the XUV region of the
spectrum has enabled direct measurements of excited state lifetimes through
novel spectroscopic techniques, thereby opening new windows into the decay
mechanisms of these states.13–16 In this paper, we employ the recently developed
method of attosecond XUV wave-mixing spectroscopy17–23 to very short-lived (<10
fs) Rydberg states of O2 and, in conjunction with state-of-the-art theory, unravel
the interplay between autoionization and predissociation with vibrational state-
specicity.

The Rydberg series converging to the O2
+ c 4S�

u state represent a good model to
study such competing decay dynamics and have thus been extensively investi-
gated during the past few decades.8–16,24–39 The interaction of O2 with 20–25 eV
extreme ultraviolet (XUV) photons excites an inner shell 2su electron to the
Rydberg states comprising these series. There are two such series observed in the
XUV absorption spectrum, denoted as 2s�1

u nlsg (l ¼ 0, 2), here abbreviated as ns
and nd Rydberg series.15,24 As shown in Fig. 1(a), these Rydberg states lie above
several ionic states. They can thus undergo electronic autoionization through the
rearrangement of their electronic structure, in which electron correlation couples
Fig. 1 (a) Energy level diagram of O2
+ states and Rydberg states converging to O2

+ c
4S�

u state. Dashed lines are ionic states and solid lines are neutral Rydberg states. The
values of ionization potentials are from ref. 31. The Rydberg states are energetically above
several ionic states, to which they can autoionize. (b) Schematic potential energy curves of
O2

+ c 4S�
u state and its 3s and 4s Rydberg states.

Faraday Discuss. This journal is © The Royal Society of Chemistry 2021
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states with different molecular orbital occupancies. Moreover, as shown in
Fig. 1(b), the Rydberg and ionic states have shallow wells that support a small
number of vibrational levels and can undergo predissociation via tunneling.

Direct lifetime measurements can give insight into competing pathways, when
linewidth measurements are not easy to deconvolve due to spectral congestion
and overlap. For two competing parallel pathways, the observed decay rate
(inverse lifetime) is the sum of the decay rates of each channel as shown in eqn (1)

1

sðnl;vÞ
¼ 1

sðnl;vÞa

þ 1

sðnl;vÞd

(1)

where nl species the electronic quantum numbers of the Rydberg electron, v is
the vibrational quantum number of the nl state, and s(nl,v), s(nl,v)a , and s(nl,v)d are the
overall, autoionization, and predissociation lifetimes, respectively. This equation
(when multiplied by ħ) is simply the assertion that the partial widths of a meta-
stable state in scattering or photoionization add up to the total width, which is
usually true to a good approximation.40

In the ion-core approximation, an electron in a Rydberg orbital is a spectator to
nuclear motion, and the potential energy curves of the Rydberg states are
approximately parallel to the ionic state to which they converge as shown in
Fig. 1(b).5,9–11,15,34–36,38,41 Therefore, both the vibrational structure and predis-
sociation dynamics of Rydberg states are similar to those of the corresponding
ionic state. The predissociation lifetimes are then largely independent of the
principal quantum number of the Rydberg state, while depending strongly on the
vibrational level. On the other hand, electronic autoionization is known to vary
signicantly within a Rydberg series, but its rate has generally been assumed to be
independent of vibrational quantum number for this system.11,14,37 With these
assumptions, eqn 1 could be approximated as

1

sðnl;vÞ
z

1

sðnlÞa

þ 1

sðvÞd

(2)

Eqn (2) has been invoked frequently to explain the lifetime behavior of the
Rydberg series converging to the O2

+ c 4S�
u state.11,13–16,36,37 Three different vibra-

tional levels of the O2
+ c 4S�

u state have been observed by photoelectron spec-
troscopy, namely v ¼ 0, v ¼ 1, and v ¼ 2.31 The v ¼ 2 level is slightly above the
barrier of the predissociation potential. The relative Franck–Condon factors are
1 : 0.42 : 0.015 for v ¼ 0, v ¼ 1 and v ¼ 2, respectively,31 and the v ¼ 2 level has yet
to be observed in the neutral Rydberg series. The predissociation lifetime (sd) has
been measured and calculated to be �11 ps5,14,37 and �65 fs9–11,13,38 for the v ¼
0 and v ¼ 1 levels, respectively, in the O2

+ c 4S�
u state, and predissociation is

thought to be similar and dominant in the decay of higher n Rydberg states.5,9,11

Autoionization, on the other hand, becomes a competing and even dominant
channel for the lower n Rydberg states. For example, autoionization lifetimes (sa)
of �90 fs and �180 fs were measured for 4d/5s and 5d/6s Rydberg states with
pump–probe photoionization spectroscopy.14,16

Eqn (2) implies that nuclear and electronic motion are independent. i.e.,
vibrational excitation does not change the electronic autoionization lifetime.
Thus, lifetime differences among vibrational levels in the same electronic state
This journal is © The Royal Society of Chemistry 2021 Faraday Discuss.
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were previously attributed to differing predissociation rates.11,36 However, recent
studies of core-excited states suggest that the rate of Auger decay in diatomic
molecule can be strongly bond-distance dependent and thus different vibrational
states can give different Auger decay lifetimes.42–44 Such phenomena should be
observed in electronic autoionization if there is a strong coupling between elec-
tronic and nuclear motion. The lowest member in the Rydberg series, namely the
3s Rydberg state, is a good candidate for this investigation as several ionic
potentials cross near its equilibrium geometry.16 However, in contrast to the
higher n Rydberg states, which have been studied extensively,13–16 there are no
previous direct time-domain measurements of the lifetime of the 3s Rydberg state
due to its ultra-short lifetime. Frequency domain measurements coupled with
theory suggest linewidths of 145 meV and 154 meV for the v¼ 0 and v¼ 1 levels of
the 3s Rydberg state,11,37 respectively, corresponding to lower bounds on the
lifetimes of 4.5 fs and 4.3 fs, respectively.

Recent advances in pulse compression techniques and high harmonic
generation (HHG)45–47 allow one to generate few-femtosecond near-infrared (NIR)
pulses and attosecond XUV pulses at well-controlled time delays. This develop-
ment has enabled several different kinds of pump–probe experiments, such as
attosecond transient absorption (ATA), which have been used to investigate
dynamics ranging from tens of femtoseconds to sub-fs. While ATA is now used in
many laboratories,15,44,48–55 the resulting spectra are oen complicated by spectral
effects produced when pulses overlap such as the AC stark effect49 and strong-eld
line shape control.50 These effects are interesting in their own right but make it
difficult to extract lifetime information when the pulse duration is similar to the
lifetime of interest. To disentangle this complexity, we recently developed atto-
second non-collinear wave-mixing spectroscopy with one attosecond XUV pulse
and two non-collinear few-femtosecond NIR pulses.17–23 The advantage of the
technique is that it spatially isolates the nonlinear response from the combined
linear and nonlinear response of ATA and yields a background-free homodyne
measurement that can be more cleanly interpreted than ATA. It has been used to
probe the electronic and vibrational structure in atoms andmolecules,17–19 and we
utilized it recently to measure autoionization lifetimes in Kr.21

In this work, we report the rst application of attosecond XUV wave-mixing
spectroscopy to the fast-decaying dynamics in a molecule, specically the O2 3s
Rydberg state. Spatially isolated wave-mixing signals are observed from this
Rydberg state and the transient behavior of these signals is measured. The few-
femtosecond resolution of the technique allows for direct lifetime measure-
ments in the 3s Rydberg state. The lifetimes for the v ¼ 0 and v ¼ 1 vibrational
levels of the 3s Rydberg state are obtained to be 5.8 � 0.5 fs and 4.5 � 0.7 fs,
respectively. To explore the basis for the difference in these lifetimes, we perform
ab initio electron–ion scattering calculations at multiple xed internuclear
distances and use the results in numerical calculations of the coupled nuclear
and electronic dynamics. This theoretical description allows the details of
vibrational motion to determine the effects of the varying electronic auto-
ionization probability at each internuclear distance. The results from both
experimental and theoretical work provide signicant insights into the decay
dynamics of the O2 3s Rydberg state, indicating a subtle interplay between elec-
tronic autoionization rate and nuclear dynamics that drives the observed
lifetimes.
Faraday Discuss. This journal is © The Royal Society of Chemistry 2021
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II. Method
A. Experimental setup

The experimental apparatus for attosecond non-collinear wave-mixing spectros-
copy with attosecond XUV pulses has been described previously21–23 and is shown
in Fig. 2. Briey, a commercial Ti-sapphire laser system (Femtopower HE, Fem-
tolasers) is used to produce 2 mJ, 22 fs NIR pulses at a 1 kHz repetition rate, which
are then spectrally broadened in a 2 m long stretched hollow core ber of 500 mm
inner diameter lled with 2 bar of neon gas. Seven pairs of double-angle chirped
mirrors (PC70, Ultrafast Innovations) followed by a 2 mm thick ammonium
dihydrogen phosphate (ADP) crystal are used to temporally compress the pulses.56

The resulting 5 fs broadband pulses are centered at 760 nm (�1.63 eV) with 600 mJ
per pulse. These pulses then impinge on a 25 : 75 beam splitter. The majority of
the pulse is transmitted and focused into a vacuum apparatus (10�6 Torr) by
a concave silver mirror (f ¼ 50 cm). It passes through a 1 mm path length gas cell
with owing xenon gas at approximately 5 Torr for high harmonic generation to
produce attosecond pulses in the XUV region. The co-propagating NIR pulses are
ltered out by a 0.15 mm thick Al foil. The transmitted XUV pulses are refocused by
a gold-coated toroidal mirror (f ¼ 50 cm) into a 1 mm path length target gas cell
lled with O2 (10 Torr backing pressure) passing through pinholes drilled for the
entrance and exit of the wave mixing beams.

The reected pulse from the 25 : 75 beam splitter is delayed relative to the XUV
pulse using a piezoelectric stage (P-622 with E509 controller, Physik Instrumente
(PI)) and further split into two separate arms with a 50 : 50 beam splitter. The two
separate beams are each focused by concave silver mirrors (f¼ 1 m) and directed to
reect vertically above and below the hole of an annular mirror. Eventually, these
two beams cross the XUV pulses in the target gas cell at angles of approximately 18
mrad (1.0�) and 13 mrad (0.75�) for the lower (NIR 1) and upper arms (NIR 2),
respectively, to generate wave-mixing signals at different angles as shown in
Fig. 2 (a) Schematic of the experimental apparatus after NIR pulse compression. (b)
Interaction region of the three pulses. The NIR beams at angles of 1� and 0.75� with respect
to the XUV beam are labeled NIR 1 and NIR 2, respectively. (c) Pulse sequence used to
collect transient wave-mixing signals. Two time-coincident NIR pulses are delayed relative
to the XUV pulse. The faint blue signal depicts the decay of the O2 polarization that is
probed by the NIR pulses through wave mixing.

This journal is © The Royal Society of Chemistry 2021 Faraday Discuss.
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Fig. 2(b). The angles of the two beams are purposely set to be different based on
phasematching considerations, as will be discussed in Section III B. The combined
NIR intensity is about 1013 W cm�2 in this experiment. Temporal and spatial
overlap between the XUV and both NIR arms is determined by transient absorption
signal with helium gas. A 0.15 mm thick Al foil is placed aer the target gas cell to
lter out the two NIR pulses. The transmitted XUV pulse and wave-mixing signal
are dispersed by a gold-coated at eld concave grating (001-0639, Hitachi) and
recorded by a 1340 � 400 pixel X-ray CCD camera (Pixis XO 400B, Princeton
Instruments); the long horizontal axis represents the frequency of light dispersed
by the grating and the vertical axis measures the emission angle of the light.

In the transient wave-mixing experiment, the two NIR pulses are set to be time-
coincident at the overlap region, and we only change the relative delay between
the XUV pulse and two coincident NIR pulses with the piezoelectric stage as
shown in Fig. 2(c). Positive delays indicate that the XUV pulse arrives at the
sample earlier than the NIR pulses and vice versa for negative delays. To measure
the lifetimes of the O2 3s Rydberg states, delays between �10 fs to 50 fs are
scanned with 1 fs steps. At each delay time, signals are accumulated for 30 000
laser pulses.
B. Theoretical methods

In the rst step to describe the effect of vibrational motion on electronic auto-
ionization of the O2 3s Rydberg state, photoionization calculations are performed
very similar to those reported previously16 over a range of internuclear distances.
We employed the multichannel Schwinger variational method57,58 which is
described further in several earlier applications to a variety of systems including
O2.59–61

In these calculations, the nal-state xed-energy photoelectron wave functions
are represented on a single center expanded grid that can be extended far enough
to describe a number of Rydberg states below each ionization threshold. The full
N-electron ionized state is represented as a close-coupling expansion containing
a sum of the products of (N � 1)-electron ion state wave functions times one-
electron photoelectron wave functions. The ion channels used in the close
coupling calculation included X 2Pg, a

4Pu, A
2Pu, b

4S�
g , B

2S�
g , 1

4Pg, 3
2Pu, and c

4S�
u states. At each internuclear distance R, a set of orbitals was computed with an

aug-cc-pVTZ basis62,63 using MOLPRO64,65 with a complete-active-space-self-
consistent eld (CASSCF) description of the ground state keeping the 1sg and
1su core orbitals doubly occupied. The various N� 1 electron ion states were then
obtained from a complete active space conguration interaction calculation using
the orbitals from the ground state CASSCF calculation.

These photoionization calculations produced detailed cross sections with
autoionization features corresponding to members of the various Rydberg series
converging to the thresholds for producing differing ion states, like those in
previous studies using these methods.16,61 Those cross sections vary strongly with
internuclear distance, as the various nearby thresholds, and their associated
Rydberg series, pass through the energy of the 3s Rydberg state studied here, as
indicated in Fig. 3.

The 3s Rydberg state was t with a Fano prole at eighteen different inter-
nuclear distances between 2.1 and 2.6 Bohr, which is the range of vibrational
Faraday Discuss. This journal is © The Royal Society of Chemistry 2021
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Fig. 3 (a) Ground state potential curve of O2 and some potential curves of the O2
+ ion

fromMRCI calculations, plotted together with the real part of the energy of the 3s Rydberg
autoionizing state from the multichannel Schwinger calculations. (b) Magnification of the
range of R over which the scattering calculations were performed also showing the width
of the 3s Rydberg state and the thresholds for ionization leading to the 1 4Pg and B
2S�

g states of O2
+ that cross it.
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motion in the well and the barrier that binds the v¼ 0 and v¼ 1 vibrational levels
of the 3s Rydberg state. These ts produce both the width and the position of the
autoionizing 3s Rydberg state relative to the threshold of the O2

+ c 4S�
u state as

a function of the internuclear distance. These data are the basis of the second
phase of this calculation, which is the description of the nuclear dynamics. To
obtain the best ion-state potential for the nuclear dynamics, the potential energy
of the O2

+ c 4S�
u state was computed from a multireference conguration inter-

action (MRCI) calculation using MOLPRO. The valence orbitals for the reference
space were obtained from a state-averaged CASSCF including the lowest two
4S�

u states and the lowest two 4Du states, which are the four lowest quartet Au

states in the D2h point group used in MOLPRO. The position of the autoionizing
state relative to this ion-state potential provides the potential curve, Eres(R), and
the width, G(R), of the 3s Rydberg state, which are the basis of the next step in the
calculation.

We thenmake use of the well-established local complex potential model66,67 for
nuclear motion on the potential surfaces of metastable electronic states that has
been used extensively in such problems, including for polyatomic molecules with
multiple vibrational degrees of freedom.68 In this approach, we solve the radial
Schrödinger equation for vibrational motion with a potential whose real and
imaginary parts are determined by the energy and width of the metastable elec-
tronic state, in this case the 3s Rydberg state,

�
� ħ2

2m

d2

dR2
þ EresðRÞ � iGðRÞ=2

�
jvðRÞ ¼ EvjvðRÞ (3)

where m is the reduced mass and Eres(R) and G(R) are the position and width of the
metastable electronic state, respectively, as functions of internuclear distance.
This journal is © The Royal Society of Chemistry 2021 Faraday Discuss.
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Here the overall lifetimes of the vibrational levels, jv(R), are of interest, and
they arise from two effects, tunneling through the barrier indicated in Fig. 1 and
electronic autoionization. To calculate them directly we apply another venerable
computational method, the method of exterior complex scaling (ECS),69 to eqn (3).
The real and imaginary parts of the potential are represented with a spline
interpolation and append a long range �a/R4 dependence to the real part beyond
5 Bohr while setting the imaginary part to zero beyond that radius. Then for values
of R > R0 with R0 ¼ 5 Bohr, we make the exterior complex scaling transformation
on the radial coordinate of eqn (3),

R/

�
R if R#R0

R0 þ ðR� R0Þeiq if R.R0
(4)

This transformation rotates the continuous part of the spectrum of eigenvalues of
the Hamiltonian in eqn (3) into the lower complex plane and exposes the complex
resonance energies as discrete eigenvalues corresponding to the now square-
integrable resonance wave functions, jv(R). The energies, Ev, appear as isolated
complex eigenvalues.

Ev ¼ Ereal
v � iGv/2 (5)

The lifetime of the metastable vibrational level is given by s ¼ ħ/Gv. This calcu-
lation yields lifetimes that are sensitive to the details of the vibrational wave
function and how it samples the R-dependent electronic autoionization proba-
bility described by the local complex potential, thus describing the dynamical
coupling between the nuclear motion and electronic autoionization.

The ECS calculation is implemented using the grid-based discrete variable
representation using methods described at length previously70 and used many
times in ECS calculations of the complex energies of both electronic and vibra-
tional metastable states.71–74 In these grid-based calculations, it is a simple matter
to converge the complex resonance eigenvalues so that they have no dependence
on the complex scaling angle q to many signicant gures and thus represent the
essentially exact solution of eqn (3) given the local complex potential Eres(R) �
iG(R)/2. The results of these calculations and their bearing on the interpretation of
the lifetimes measured for the v¼ 0 and v¼ 1 levels of the 3s Rydberg state will be
discussed below in Section III C.
III. Results
A. Camera image and spatial isolation of wave-mixing emission signals

A camera image with all three pulses temporally and spatially overlapping in the
O2 gas cell is shown in Fig. 4(a). The light impinging on the camera is spectrally
dispersed in the horizontal direction by the XUV grating, while the angular
displacement in the vertical direction arises from the non-collinear wave-mixing
geometry used in the experiment.

The data are presented as absorbance

A ¼ �log10
�
I

I0

�
(6)
Faraday Discuss. This journal is © The Royal Society of Chemistry 2021

https://doi.org/10.1039/d0fd00113a


Fig. 4 (a) Camera image at the overlap of all three pulses. Positive (red) features represent
absorption while negative (blue) features represent emission. Spatially-isolated wave-
mixing signals are observed around 1.5–2.8 mrad. (b) Two possible pathways to generate
wave-mixing (WM) signals from the 3s state. (c) Phase matching conditions and the
emission angles of L-type coupling and ladder-type coupling. (d) Angle-dependent
transient wave-mixing signals of v ¼ 0 level (20.85 eV) of the 3s Rydberg state. The
component around 2.5 mrad corresponds to L-type coupling from the 3s Rydberg state
itself while the component around 2.0 mrad corresponds to ladder-type coupling from
higher n Rydberg states.
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where I is the intensity of light read on the CCD camera with NIR and XUV pulses,
and I0 is a reference signal with the XUV pulse only. Positive (red) features in the
image indicate absorption while negative (blue) features indicate XUV emission in
the presence of NIR pulses. There are two clear regions of signals produced at
different emission angles. The region around 0mrad, which is the direction of the
XUV pulse wavevector, corresponds to transient absorption of O2. It mostly
mimics the depletion feature of static XUV absorption of O2 at this energy region.
A double-hump absorption feature is seen at the center of the peaks at 20.85 eV
and 21.05 eV, representing the absorption of v ¼ 0 and v ¼ 1 levels of the 3s
Rydberg state, respectively. Complex asymmetric Fano absorption features
around 23 eV arise from the v ¼ 0 and v ¼ 1 levels of the 3d and 4s states, and the
features from 23.5 eV to 24.6 eV (the IP to the c 4S�

u state) are from the absorption
of 4d, 5s, and higher n Rydberg states.

Off-axis pure emission regions center around 2.4 mrad for the 3s Rydberg state
and around 1.8 mrad for higher n Rydberg states. These are spatially-isolated
wave-mixing signals generated by one XUV photon plus two NIR photons. The
angle is different for the 3s Rydberg state and higher n Rydberg states due to
phase matching and a slight tilt of the camera.

The wave mixing signals can be generated through the pathways shown in
Fig. 4(b). Briey, an XUV photon excites the O2 into its optically allowed (bright)
Rydberg states. One NIR photon can couple the Rydberg states to dark states that
are not accessible from the ground state, but that are allowed from the bright
This journal is © The Royal Society of Chemistry 2021 Faraday Discuss.
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Rydberg states. The second NIR photon then interacts with the dark states to
create a new polarization involving different or the same bright states.

There are two possible pathways to generate wave-mixing emission from the 3s
Rydberg state as shown in Fig. 4(b), namely L-type coupling from the 3s Rydberg
state and ladder-type coupling from higher ns/nd Rydberg states. The two path-
ways carry different transient information reecting the dynamics of the 3s and
the higher ns/nd states, but the emission frequencies are the same (i.e. from the 3s
state), so frequency dispersion alone is insufficient to separate the signals. To
isolate the dynamics from a particular wave-mixing pathway, separation of the
signals is needed.20 Here, we take advantage of phase matching conditions and
use the emission angle of the wave-mixing signals to spatially separate these two
pathways, as discussed in the next section.

B. Angle-dependent transient wave-mixing signals and lifetime measurement
of 3s Rydberg state

Phase matching requires that the wavevector of the wave-mixing signal is the sum
or difference of the wavevectors of XUV and NIR. The corresponding wavevector is
(kFWM ¼ kXUV + kNIR1 � kNIR2) for L-type coupling and (kFWM ¼ kXUV � kNIR2 �
kNIR2) for ladder-type coupling. The emission angle of the wave-mixing signals due
to the phase-matching constraint can be approximately calculated with the
following expressions:

4Lz
ENIR1qNIR1 þ ENIR2qNIR2

EWM

(7)

4ladderz
2ENIR2qNIR2

EWM

(8)

where 4L and 4ladder are the emission angles for L-type and ladder-type coupling,
respectively, ENIR1 and ENIR2 are the photon energies of the corresponding NIR
pulses, qNIR1 and qNIR2 are the crossing angles of the corresponding NIR pulses
with the XUV pulse, and EWM is the energy of the emitted wave-mixed photon. The
photon energies of both NIR pulses are approximately 1.63 eV, as the center
wavelength of the NIR pulses is around 760 nm. Since both pathways emit
photons from the 3s Rydberg states, EWM is 20.85 eV for the v ¼ 0 state and
21.05 eV for the v¼ 1 state. The NIR angles are 18mrad and 13mrad for NIR 1 and
NIR 2, respectively, as described in the experimental setup.

Using eqn (7) and (8), the emission angles of wave-mixing signals of the v ¼
0 level of the 3s Rydberg state are calculated to be 2.42 mrad and 2.03 mrad for L-
type coupling and ladder-type coupling, respectively. As shown in Fig. 4(c), the two
pathways should be spatially separable. To verify this, we measure the angle-
dependent transient wave-mixing spectrum around 20.85 eV, the energy of the
3s v¼ 0 level, and the result is shown in Fig. 4(d). In the transient signal, there are
two distinct components at two different emission angles, one around 2.5 mrad
and the other around 2 mrad. Based on the calculated emission angles, the
signals around 2.5 mrad are assigned as L-type coupling, which carries infor-
mation on the 3s Rydberg state itself, while the component around 2mrad is from
the ladder-type coupling which carries information on higher ns/nd Rydberg
states. As shown in Fig. 4(d), the component around 2.5 mrad is very short-lived
while the component around 2.0 mrad is longer-lived. These observations support
Faraday Discuss. This journal is © The Royal Society of Chemistry 2021
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the assignments because the higher ns/nd states are known to be longer-lived
than the 3s state.11,13,14

We can measure lifetimes of the 3s Rydberg state in O2 by integrating the
component around 2.5 mrad to get transient intensities for both v ¼ 0 and v ¼ 1
levels as shown in Fig. 5. The results are then tted with the convolution of an
instrument response function with an exponential decay. Lifetimes of 5.8 � 0.5 fs
and 4.5 � 0.7 fs are found for the v ¼ 0 and v ¼ 1 levels of the 3s Rydberg state,
respectively, at 95% condence intervals. The error bars are calculated based on
the tting results on four different data sets. Based on these condence intervals,
the lifetimes of the two vibrational levels differ signicantly.

The measured lifetimes reect electronic autoionization and predissociation
as shown in eqn (1). To explain the difference in the two lifetimes, we need to
ascertain the contribution of each decay channel to the overall lifetime of the two
vibrational states. Invoking the ion-core approximation, one can use the predis-
sociation lifetime for the v¼ 0 state of the O2

+ c 4S�
u state, 11 ps,14 together with an

electronic autoionization lifetime of 5.8 fs, to reproduce the 5.8 fs observed life-
time for that state. However, using the value of the electronic autoionization
lifetime and the ion core predissociation lifetime of the v ¼ 1 state, 65 fs,13 in eqn
(2) we obtain an expected total lifetime of 5.3 fs, which is just outside the error
bars for the experimental value. This suggests that nuclear motion and electronic
autoionization are not completely independent. To explore this question, we
performed extensive ab initio calculations to determine how the electronic auto-
ionization lifetime can be affected by nuclear motion.
C. Coupled vibrational and autoionization dynamics and total lifetimes of 3s
Rydberg vibrational states

The lifetimes of the v ¼ 0 and v ¼ 1 vibrational levels of the 3s Rydberg state arise
from a competition between electronic autoionization and tunneling predis-
sociation. It is instructive to rst calculate the tunneling lifetimes of these states
in the parent c 4S�

u state of the cation using the MRCI potential curve shown in
Fig. 3 by employing the grid-based ECS numerical methods described in Section II
B. Tunneling lifetimes of 16.7 ps and 110 fs are obtained for the v ¼ 0 and v ¼ 1
Fig. 5 Transient wave-mixing signals integrated around 2.5 mrad emission angle on the
camera image for the (a) v ¼ 0 (20.85 eV) and (b) v ¼ 1 (21.05 eV) levels of the 3s Rydberg
state. The black solid line is the raw data while the red dashed line is the fitted curve.

This journal is © The Royal Society of Chemistry 2021 Faraday Discuss.
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levels, respectively. These lifetimes are notoriously difficult to calculate using ab
initio methods, because, as explained by Tanaka and Yoshimine,26 they depend
sensitively on the details of the shallow well that arises from an avoided crossing
with other 4S�

u states. By treating motion on the coupled adiabatic potentials
whose avoided crossing creates the barrier shown in Fig. 1, Demekhin et al.36

calculated lifetimes of 12.2 ps and 67.7 fs for these two vibrational levels, in
reasonable agreement with our ab initio values. Experimental measurements of
the tunneling lifetime of the v ¼ 0 level vary from 0.27 ps (ref. 9) to 12 ps from the
photoelectron spectroscopy and time-of-ight measurements of Codling et al.75

The lifetime of the v ¼ 1 level of the O2
+ c 4S�

u state in our calculations is in
reasonably good agreement with the values of 67 and 100 fs from the measure-
ments of Evans et al.9 and Codling et al.,75 respectively.

The coupled vibrational and autoionization dynamics on the 3s Rydberg state
potential that lead to the observed lifetimes of the v¼ 0 and v¼ 1 levels of that state
Fig. 6 Vibrational dynamics on the calculated 3s Rydberg potential curve whose imagi-
nary part is given by the R-dependent electronic autoionization width in the local complex
potential, Eres(R) � iG(R)/2. (a) Potential curve Eres(R), width G(R), and location of tunneling
vibrational levels, (b) the v ¼ 0 vibrational wave function, and (c) the v ¼ 1 vibrational wave
function showing tunneling into the dissociative region of the potential. Red and blue
vertical dashed lines mark the location of the maxima in the absolute value of the vibra-
tional wave functions of v ¼ 0 and v ¼ 1, respectively.

Faraday Discuss. This journal is © The Royal Society of Chemistry 2021
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are summarized in Fig. 6. The Fano proles of the autoionizing feature corre-
sponding to the 3s state in the photoionization calculations give both the electronic
autoionization width at each internuclear distance and the position of the reso-
nance relative to its parent ionic c 4S�

u state. That potential curve, shown in Fig. 6(a)
almost parallels the parent ion curve, but not quite, in part because the 3s resonant
state is perturbed when two ionic potential energy curves, which are the energetic
thresholds for autoionization to produce those ion states, intersect it at different
values of R in the well that binds the two vibrational levels. Those two ionic states
are the 1 4Pg and B 2S�

g states that are dominated by the congurations
1s2

g1s
2
u2s

2
g2s

2
u3s

2
g1p

2
u1p

3
g and 1s2

g1s
2
u2s

2
g2s

2
u3s

1
g1p

4
u1p

2
g, respectively. Faint undu-

lations and an alteration of the depth of the well change the tunneling lifetimes in
the absence of autoionization. We calculate tunneling lifetimes to be 63.0 ps and
170 fs for the v ¼ 0 and v ¼ 1 levels of the 3s Rydberg state, respectively. They are
thus somewhat different from the tunneling lifetimes calculated by the same
means for the parent ion state, but the differences are not surprising if we keep in
mind the semiclassical picture that tunneling probabilities depend exponentially
on small changes in the potential.76

More striking in both Fig. 3 and 6 is the strong structure in the width of the 3s
Rydberg Fano resonance feature as a function of internuclear distance. As each of
the two thresholds (the 1 4Pg and B 2S�

g states of O2
+) shown in Fig. 3 pass through

the 3s state with increasing internuclear distance, an autoionization decay
channel opens, and the competition between the changing decay pathways alters
the total ionization width. How the variation in the total electronic autoionization
width affects the vibrational states depends on the structure of the vibrational
wave functions in this critical region. Those wave functions are also shown in
Fig. 6, and their extension to large R outside the tunneling barrier is an indication
of the tunneling probability. The ts to the calculated width shown in Fig. 3 and 6
are extended outside the well, but none of the calculated results depend (to ve
signicant gures) on the width outside the well. Inside the well the story is very
different.

IV. Discussion

The initial calculation of the lifetimes of the states using this local complex
potential gave lifetimes of 4.67 and 4.93 fs for the v ¼ 0 and v ¼ 1 levels of the 3s
Rydberg state, respectively, retaining several signicant gures, giving the
opposite trend from the experimental values of 5.8 and 4.5 fs. However, the
calculated lifetimes are dramatically sensitive to the details of the electronic
autoionization width appearing in eqn (3) as the imaginary part of the local
complex potential. Shiing the width curve to larger values of R by only 0.03 Bohr
(hardly the width of the line in Fig. 6) produces lifetimes of 6.17 fs and 4.98 fs for
the v¼ 0 and v¼ 1 levels, thereby reproducing the experimental trend of a shorter
v ¼ 1 lifetime. Moreover, both values lie within the error bars of the experimental
lifetimes.

The reason for this sensitivity to the variation of the electronic autoionization
lifetime with internuclear distance is apparent in Fig. 6. The wave functions of the
two metastable vibrational states sample the variations in the autoionization
probability quite differently. If we perform the computational experiment of
shiing the calculated width function slightly to the right (to larger R by a few
This journal is © The Royal Society of Chemistry 2021 Faraday Discuss.
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Table 1 Experimental and theoretical results on the lifetime of the 3s Rydberg state

Experimental
Theoretical

Lifetime Lifetime Autoionization Predissociation

v ¼ 0 5.8 � 0.5 fs 6.17 fs 6.17 fs 63 ps
v ¼ 1 4.5 � 0.7 fs 4.98 fs 5.13 fs 170 fs
Difference 28.8 � 17.2% 23.9% 20.0% >100%
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hundredths of a Bohr), the lifetime of the v¼ 0 state increases quickly as the peak
in G(R) begins to move out of the range of R where the v ¼ 0 wave function is
nonzero. The v ¼ 1 wave function extends over a larger range of R and its lifetime
changes little for small shis, but for larger shis its lifetime increases more
quickly. This computational test shows that the observed lifetime is extremely
sensitive to the dependence of the autoionization probability on internuclear
distance. This degree of sensitivity of the lifetimes of these metastable states
makes their experimental observation a powerful test of all parts of their theo-
retical description.

It is important to note that neither of these two calculations can be reproduced
with eqn (2) using the calculated tunneling lifetimes s(v¼0)

d ¼ 63.0 ps and
s(v¼1)
d ¼ 170 fs for these states with any single value of the electronic autoionizing
width s(3s)a , which suggests the simple picture of the assumption that the auto-
ionization lifetime is independent of vibrational levels described by eqn (2) has
broken down here. We can substitute the calculated overall and tunneling life-
times into eqn (1) to nd the autoionization lifetime at different vibrational levels
as shown in Table 1. The autoionization lifetime decreases by about 20% from v¼
0 to v ¼ 1, which dominates most of the change in total lifetime.

These calculations are not of spectroscopic accuracy, of course, and we are
unaware of any calculations of such accuracy for this difficult problem, either for
the O2

+ c 4S�
u state or the Rydberg states converging to it. However, they do

strongly suggest that the measurement of these lifetimes probes the dynamical
coupling between internuclear separation and electronic autoionization, while
the tunneling contribution to predissociation is a weak spectator to lifetime
process. The combination of ab initio electronic structure and photoionization
calculations and the experimental observations provide strong evidence that the
electronic autoionization lifetime can change signicantly with internuclear
distance and thus different vibrational levels can have different autoionization
lifetimes.
V. Conclusions

We performed attosecond XUV wave-mixing spectroscopy on the short-lived 3s
Rydberg state, part of a series that converges to the O2

+ c 4S�
u state. The lifetimes

of the v¼ 0 and v¼ 1 vibrational levels of the 3s Rydberg state are measured to be
5.8 � 0.5 fs and 4.5 � 0.7 fs, respectively. Our time-domain measurements nd
that the lifetime of two different vibrational levels of the 3s Rydberg state are
signicantly different from each other, and this difference cannot be explained by
the change of the predissociation rate alone as proposed previously.11,37 Instead,
Faraday Discuss. This journal is © The Royal Society of Chemistry 2021
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with the aid of the theoretical results described here, we nd that more rapid
electronic autoionization in the v ¼ 1 state contributes signicantly to the
decreased lifetime of this state. This effect is dramatically sensitive to the details
of the dependence of the autoionization width on internuclear distance. The
excellent agreement between experimental and calculated lifetimes provides
strong evidence for this key theoretical result.

The work described herein is the rst experiment performed with attosecond
XUV wave-mixing spectroscopy to investigate the ultrafast decaying states in
a molecule. We demonstrate the ability of attosecond XUV wave-mixing spec-
troscopy to probe dynamics on the few-fs timescale as well as the ability to probe
the vibrationally resolved lifetimes in a molecule. Our theoretical calculations
shed light on the interplay between the vibrational motion, tunneling, and the
autoionization process which is strongly inuenced by crossings with ionic states.
This detailed understanding will lead to many possible applications of attosecond
XUV wave-mixing spectroscopy in the future.
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