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Electron transfer from valence to conduction band states in semiconductors is the basis of
modern electronics. Here, attosecond extreme ultraviolet (XUV) spectroscopy is used to
resolve this process in silicon in real time. Electrons injected into the conduction band
by few-cycle laser pulses alter the silicon XUV absorption spectrum in sharp steps
synchronized with the laser electric field oscillations. The observed ~450-attosecond
step rise time provides an upper limit for the carrier-induced band-gap reduction and the
electron-electron scattering time in the conduction band. This electronic response is
separated from the subsequent band-gap modifications due to lattice motion, which
occurs on a time scale of 60 +− 10 femtoseconds, characteristic of the fastest optical
phonon. Quantum dynamical simulations interpret the carrier injection step as
light-field–induced electron tunneling.

E
xcitation of electrons from valence band
(VB) states into mobile conduction band
(CB) states by light is one of the most fun-
damental phenomena in semiconductor
physics. The dynamics of these charge car-

riers have been extensively studied previously
on multifemtosecond to microsecond time scales,
providing insight into postexcitation processes
such as carrier cooling, transport, and electron-
hole recombination (1). However, the buildup
and interaction of carriers in the conduction
band during excitation have thus far proven too
rapid to probe directly. Interest in the time evo-
lution of the excitation process is motivated by
far-reaching implications regarding the ultimate
speed of electronics (2), solid-state coherent con-
trol (3, 4), and the mechanisms of dielectric
breakdown (5–7). In previous experiments, only
at very low excitation densities (8) or for quan-
tum mechanically suppressed electron-phonon
coupling has it been possible to disentangle
electronic and lattice dynamics (9). Thus, a key
question remained open as to whether the re-
duction of the measured band gap of semicon-
ductors as a function of CB population [for
optically (10)/thermally (11) excited or doped (12)
samples] involves the rearrangement of the crys-
tal lattice or is mainly a result of carrier-carrier
interactions in the CB.

Attosecond solid-state spectroscopy (13) in
tandem with time-dependent density functional
theory (TD-DFT) is used here to follow the ini-
tial steps of the excitation mechanism in real
time in silicon. Probing the sample with iso-
lated attosecond pulses near the silicon 2p core
transition (L2,3-edge at 99 eV) reveals that elec-
trons excited across the band gap cause an
instantaneous reduction of the band-gap en-
ergy due to carrier-carrier interactions evolving

on an ~450-attosecond time scale. The elec-
tronic response is completed before the lattice
motion affects the band gap, with a longer time
constant of 60 T 10 fs resembling the period of
the fastest optical phonon in silicon of 64 fs
(15.6 THz) (14, 15).
The principles of attosecond transient absorp-

tion spectroscopy of semiconductors are illustrated
in Fig. 1. The band structure of crystalline sil-
icon accommodates both direct and indirect ex-
citations of electrons across the band gap (Fig.
1A). At low intensities, a near-infrared (NIR)
pump pulse can in principle promote electrons
from the VB maximum across the indirect band
gap (Egap = 1.2 eV), satisfying momentum con-
servation by the addition of a phonon. However,
at higher intensities above 1010 W/cm2, the
creation of electron hole pairs across the larger
direct band gap (Egap = 3.2 eV) becomes pos-
sible and dominates the transition rate. This
transition occurs without phonon participation,
but the larger energy separation of the direct
band gap requires the simultaneous absorption
of two or more NIR or visible photons (Ephoton =
1.1 – 2.7 eV). Here, we establish that for light
intensities of >1012 W/cm2, electron tunneling
driven by the electric field of light is the main
excitation pathway.
Attosecond pulses tuned to the silicon L2,3

edge centered at 99 eV, as displayed in Fig. 1A,
are used to measure the dynamics of electrons
injected into the CB by few-cycle NIR laser
pump pulses. The probe pulses are shorter than
100 attoseconds, as confirmed by photoelectron
streaking spectroscopy [see the supplementary
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Fig. 1. Ultrafast spectroscopy of band-gap dy-
namics. (A) An intense few-cycle laser pump
pulse with a spectrum covering the entire visible
wavelength range excites electrons into the
conduction band, where they are probed by an
ultrabroadband attosecond XUV probe pulse.
Changes in the electronic population of the
conduction band are observed as modifications of
the silicon L-edge absorbance A and its derivative

∂A/∂E (B). By varying the time delay Dt between the two pulses, dynamic changes to the L-edge spectrum
can be tracked and translated into the evolution of the conduction band population.
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materials (SM), section S2], and span a spec-
trum of extreme ultraviolet (XUV) photon ener-
gies covering 80 to 125 eV. This spectral range
probes the density of empty electronic states
in a time-resolved variant of x-ray absorption
near-edge structure spectroscopy (XANES) (16).
Figure 1B shows the recorded silicon L-edge ab-
sorbance A of a 250-nm-thick single crystal-
line free-standing silicon membrane (17) in the
<100> orientation, as well as the derivative of
the static absorbance ∂A/∂E as a function of
the XUV photon energy EXUV computed from the
raw data, which facilitates assessment of
excitation-induced broadening and shifts of the
CB features. The above-edge structure of A(EXUV)
recorded by attosecond pulses is a sensitive
probe of an extended region of the CB density
of states, which is validated by calculated core-
level transition spectra (see SM, section S9).
Whereas the initial state of the electron under-
going the XUV probe transition is a 2p core
orbital, the final state of both the XUV probe
and the NIR pump excitation lies within the CB
manifold. Electron interactions in the CB that
alter the XUV transition thus render attosecond
XUV absorption sensitive to the evolution of the
pump-laser–induced CB population.
The silicon sample is irradiated by ultrashort

NIR laser pulses comprising only a few oscil-

lations of the electric field and attaining inten-
sities between 1010 and 1014 W/cm2 at the focus,
corresponding to a vacuum peak amplitude E0

of the electric field between 0.02 and 2 V/Å.
The laser-induced transfer of electrons to the
CB results in a wealth of modifications to the
XUV transition. Figure 2A displays the deriva-
tive of the L-edge absorbance spectrum, ∂A/∂E,
as a function of time delay Dt between the NIR-
pump and the XUV-probe pulses. Excitation of
silicon by a few-cycle NIR laser pulse, with an in-
tensity inside the sample of Iint = 1.9 × 1012 W/cm2

(see SM, section S5 for the relation between
Iint and the vacuum intensity Ivac), results in a
global broadening of the substructures. Most
important, as seen in Fig. 2B, the spectrum
recorded with carrier-envelope-phase (CEP)
stabilized NIR pump pulses evolves with a step-
like behavior synchronized with the half-cycle
period of the pump electric field oscillations,
indicative of subfemtosecond population trans-
fer and carrier-carrier scattering time scales.
Further, an effective reduction of the measured
band gap (band-gap narrowing) after the exci-
tation is observed (Fig. 2C, blue line), and during
the excitation pulse, a transient field–induced
blue shift of the L-edge onset is recorded (Fig. 2C,
red line). Finally, Fig. 2D shows a clear biexpo-
nential decay of the signal recorded over an

extended delay range with time constants of 5 fs
and 60 fs, respectively, indicating the transition
between purely electronic initial response after
the laser pulse and convoluted electronic-lattice
dynamics at longer time scales.
The L-edge substructures exhibit a global broad-

ening, as shown in Fig. 2A. Electron-electron
interactions in the CB cause a modification of
the dipolar oscillations associated with optical
transitions in the time domain and thus have
been previously indicated as the origin of spec-
tral broadening in static studies (18). Similarly,
the interaction of XUV probe-promoted electrons
with the high density of light-field–injected car-
riers leads to rapid damping or dephasing of the
oscillating XUV transition dipole observed as
frequency domain broadening of the L-edge fea-
tures during and after excitation.
Figure 2B shows the appearance of sharp

steps in the L-edge transmittance evaluated at
100.35 eV, in synchrony with the CEP stabilized
pump laser electric field oscillations. As the de-
lay between the attosecond probe pulse and the
few-cycle pump pulse is scanned, the steps on the
rising edge of the time trace are formed when
each half-cycle of the electric field of the pump
pulse excites electrons from the VB to the CB,
leading to synchronized observable changes to
the L-edge transition. The rise time of each step
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Fig. 2. Attosecond transient absorption spectroscopy of silicon. (A)
The injection of electrons into conduction band states of silicon by a few-
cycle near-infrared laser pump-pulse modifies the derivative of the XUV-
absorbance ∂A/∂E plotted as a function of probe-photon energy EXUV and
time delay Dt between pump and probe pulse. The color scale represents
the value of ∂A/∂E. (B) A close-up of the temporal evolution of the XUV-
transmission T (= 10–A) at 100.35 eV reveals the increase of the signal
amplitude in sharp steps synchronized with the laser electric field oscilla-

tions (also see Fig. 3B). The inset shows a fit to evaluate the step rise time.
The blue line is a rolling average of the raw signal depicted in gray. (C) The
position in energy of the first peak of the derivative [marked L in (A)] is
plotted (red), along with the energy of the L-edge onset (marked G)
evaluated at ∂A/∂E = 0.2 (blue). (D) tracks the amplitude of ∂A/∂E at 100.2 eV,
the position of the maximum ∂A/∂E before excitation. The straight lines
indicate the different time scales over which electronic (te) and nuclear (tp)
dynamics occur.
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in the subcycle evolution allows an estimate of
the response time of the electronic ensemble by
fitting an error function with a best-fit full-width
half-maximum of ~450 attoseconds (see Fig. 2B
inset and SM, section S4), providing an upper
limit for the carrier-carrier scattering time in
heavily photodoped silicon. An assumed longer
response time would obscure the steplike signal
evolution, as detailed in the SM, section S4. The
findings substantiate the reported sub-1-fs (19)
estimate for CB electron scattering times in dense
electron-hole plasmas.
To develop an understanding of the time evo-

lution of the physical processes dictating the in-
teraction of the few-cycle laser pulses with silicon,
we performed ab initio TD-DFT calculations (20)
within the adiabatic local density approximation
(21). By predicting the excitation process from
first principles without tunable parameters, the
simulations quantify the increase in the num-
ber of excited electrons with time and their dis-
tribution in real and momentum space after
the excitation. For intensities up to one order of
magnitude of the limit for dielectric breakdown
of the sample, the TD-DFT treatment of the ex-
citation dynamics predicts an increase in the
number of excited electron hole pairs (Fig. 3A)

following the oscillations of the laser electric
field, analogous to the stepwise signal evolution
shown in Fig. 2B. As input for the simulations,
we employed the temporal electric field evolu-
tion of the few-cycle NIR driver pulses (Fig. 3B),
as recorded by means of attosecond streaking
(22) of photoelectrons released from neon (see
SM, section S2).
When the NIR excitation field is acting on the

system, it mixes the CB and VB states and causes
tunneling of electrons across the direct band gap.
Remarkably, the theory predicts a deviation of
the excitation energy per electron-hole pair (Fig.
3C) and of the number of excited electrons per
atom (Fig. 3D), from the multiphoton to the field-
induced tunneling regime. Field-induced tunnel-
ing dominates for laser intensities that correspond
to a value of the Keldysh adiabaticity parameter
g < 1, defined as g ¼ w

eE0

ffiffiffiffiffiffiffiffiffiffiffiffi
m*Dg

p
, where Dg, w, and

m* are the band gap of the material, the laser
frequency, and the reduced mass of the electron
hole pair (here, 0.25 me), respectively (23). At the
intensity of 1.9 × 1012 W/cm2 used in the experi-
ment, g ~ 0.5, which suggests that the excitation
mechanism is within the tunneling regime.
The insets in Fig. 3 display a spatial repre-

sentation of the ultrafast band-gap excitation

derived from the TD-DFT calculation. Modifica-
tions of the spatial electronic density distribu-
tion along a cut through the eight-atom unit cell
in the [011] × [100] plane are shown relative to
the ground state. During the laser pulse (panels
t1 and t2), field-driven dipolar oscillations along
the silicon-silicon bond dominate. After the laser
electric field passes (panel t3), some electronic
density along the interatomic bonds is depleted,
and the density is relocated to the interstitial re-
gions that represent the mobile antibonding con-
duction band states of the crystal.
The validity of the predicted CB electron energy

distribution and the identification of field-induced
tunneling as the main excitation mechanism are
corroborated by the experimental observations
at a laser intensity of Iint = 1.9 × 1012 W/cm2. The
calculations indicate that the occupation number
profile of hole states exhibits a narrow distribu-
tion below the VB (mean value 0.5 eV below VB
maximum) compared with the electrons in the
CB, where the mean value of the distribution is
at 2.1 eV above the CB minimum. Carrier-induced
changes to the XUV absorbance are detected ex-
perimentally up to 6 eV above the band gap (see
Fig. 2A and SM, section S6), beyond which the
signal-to-noise ratio limits further measurements.
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Fig. 3. Theoretical
simulations of sub-
femtosecond popu-
lation transfer in
silicon. (A) Number
of electrons excited
into the conduction
band by a 4.8-fs laser
pulse of peak inten-
sity inside silicon of
1 × 1012 W/cm2, as
predicted by TD-DFT
calculations. The
extent of population
transfer is quantified
as a percentage of the
initially available
valence band elec-
trons. As input for the
calculations, a theo-
retical laser waveform
[blue line in (B)] was
used that was fitted
to the laser electric
field evolution
extracted from an
attosecond streaking
measurement [red
dashed line in (B)].
Gray lines between
(A) and (B) identify the
laser field extrema and
the corresponding
oscillations in (A). The
insets show the calculated electronic density distribution during (t1 and t2) and after (t3) the passage of the excitation pulse along the crystal plane
defined by the [011] and [100] axes. The red and blue colors represent enhancement and depletion of electronic density, respectively, relative to the
ground-state distribution. The calculated (C) mean excitation energy per electron-hole pair and (D) number of excited electrons plotted as a function of
laser peak intensity inside the material deviate from the expectations for two-photon absorption behavior for values of the adiabaticity parameter <1,
indicating transition into the light-field–induced tunneling regime.
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These observations are irreconcilable with a
multiphoton excitation mechanism, which would
promote electrons to states concentrated at the
band edge. In contrast, the electrons have an in-
creasing amount of excess energy above the band
gap as the laser intensity is increased, in agreement
with experimental observations of an intensity-
dependent extent of above-gap changes in the
XUV transitions (see SM, section S6). The width
of the above-gap excitation distribution is in ac-
cord with TD-DFT calculations, which predict
that the number of excitation events compared
with the expectation based on 2-photon absorp-
tion is truncated (Fig. 3, C and D). Concomitant-
ly, the theory allows us to explore the intensity
dependence of the population transfer and sug-
gests that below the experimentally observed
threshold for permanent sample damage of Iint =
4.8 × 1012 W/cm2 (Ivac = 2.7 × 1013 W/cm2) (see SM,
section S5), more than 10% population transfer
can be established during the few-cycle laser pulse
(Fig. 3D).
After the NIR excitation, the measurements

reveal a lasting shift of the L-edge absorption
onset (i.e., the CB minimum) to a 121 meV lower
value, as evaluated at ∂A/∂E = 0.2 of the L-edge
spectral derivative (blue line in Fig. 2C). We per-
formed core-level absorption calculations (24)
with the electronic excitation density distribution
obtained from the TD-DFT treatment (details
in the SM, section S7) to obtain transient core-
level spectra and relate the observed shifts to
the number of excited carriers. The calculations
reveal that Pauli state–blocking under these
conditions has an insignificant influence on the
XUV transition, owing to the dilute above-gap
state occupation resulting from the tunneling
process. The calculations furthermore estimate
a core-level shift DECL following the band-gap
excitation of 43 meV toward lower binding en-
ergy (see SM, section S9), rooted in the addi-
tional screening response of the excited carriers.
This prediction on the single-particle level of
theory disregards electron-electron interactions
in the CB and reflects only 30% of the experi-
mentally observed lasting red shift of the CB
onset. In contrast, many-body core absorption
theory, so far restricted to an equilibrated elec-
tronic CB population, confirms that the observed
effective red shift of the CB onset (78 meV) is due
to electron-electron interactions causing band-
gap narrowing and increased above-gap elec-
tron scattering rates (see SM, section S9).
Valence and conduction bands are reported

to shift by identical amounts in the presence
of electron-hole pairs (18), and comparison with
band-gap displacements observed as a func-
tion of doping concentration (12) suggests that
~1021/cm3 electron-hole pairs are created by the
pump pulse. In striking agreement with this es-
timate, the ab initio TD-DFT calculations predict
that after a 4.8-fs NIR pulse with an intensity
of Iint = 1 × 1012 W/cm2, 1.2% of all the valence
electrons are excited into the CB, resulting in
a carrier density of ~2.3 × 1021 cm−3 and a corre-
sponding increase in conductivity of seven or-
ders of magnitude (25) (see SM, section S12).

The excitation-induced broadening of the spec-
tral features (Fig. 2A) is observed for at least
200 fs, suggesting the persistence of the popula-
tion transfer beyond the time scale sampled in
these experiments.
Transiently, the experimental spectrum man-

ifests a field-induced blue shift of the L-edge
transition during the pump pulse (Fig. 2C, red
line). In the presence of the excitation field, the
XUV transition has to bridge the core-level-to-
CB energy difference and provide the pondero-
motive energy for the electron to oscillate in the
field (26), analogous to the core-to-continuum
transition in atoms dressed by an external field
(27). The observed transient blue shift of ~80 meV
is smaller than the calculated ponderomotive
energy of 112 meV for a laser intensity of Iint =
1.9 × 1012 W/cm2, owing to the competing tran-
sient red shift of the XUV transition due to the
quadratic Stark effect. This acts to lower both
the 2p core level and the CB minimum, but by
different magnitudes due to the higher polariz-
ability of the delocalized CB states. Core-level
absorption calculations indeed predict a coun-
teracting red shift of the L-edge transition un-
der the influence of the laser field but do not
yield quantitative agreement with the experi-
ment. This discrepancy likely reflects disregard
of the dynamical polarizability of the partially
populated CB manifold, a subject for future the-
oretical developments. Both effects appear fully
reversible and disappear after the passage of the
few-cycle pump pulse.
On the time scale characteristic of lattice dy-

namics, tens of fs and longer, the experiments re-
veal participation of lattice modifications. Figure
2D shows the amplitude of ∂A/∂E at 100.2 eV,
the photon energy corresponding to maximum
∂A/∂E before excitation. About 80% of the per-
sistent pump-induced changes of the XUV ab-
sorbance are established immediately during
the laser electric field and can be attributed to the
ultrafast electronic response already discussed.
When the temporal behavior of the amplitude of
the derivative is fit with a biexponential decay
(see SM, section S10) with time constants of te and
tp, the residual ~20% change in the amplitude
is governed by a time scale of tp = 60 T 10 fs,
characteristic of the fastest optical phonon, which
has a period of 64 fs (14, 15). The TD-DFT calcu-
lations establish that this periodic modulation
of the interatomic distances is set in motion
when electrons tunnel from VB states located in
the interatomic bond region to the interstitial
CB states (Fig. 3, insets). As a result, the XUV
transition exhibits an inhomogeneous broaden-
ing as the transmitted XUV pulse averages over
many periods of the phonon motion and the as-
sociated interatomic distances. Indeed, the core-
level absorption calculations indicate that an
additional 20% spectral broadening of the XUV
transition beyond the electronic response is ex-
pected over one full period of the longitudinal
optical (LO) phonon vibration assuming 6-
picometer atomic displacement (SM, section S10).
In these experiments, we do not expect to observe
periodic recurrences of the LO phonon in the

time span sampled because of the insensitivity
of the transmitted XUV pulse to the phase of
the lattice vibration. Furthermore, fully coher-
ent motion sets in only beyond 2 ps (15), before
which higher harmonics of the vibration inter-
fere and result in aperiodic modulation of the
signal. The observation of a temporal hierarchy
in the coupled electron-lattice response validates
the widely employed phenomenological two-
temperature model describing energy relaxation
in solids (28). There, an impulsive excitation is
assumed to primarily raise the electronic temper-
ature followed by a heating of the lattice by the
hot electrons. These results also highlight the fact
that, due to the mismatch between almost instan-
taneous electronic and delayed lattice response,
ultrashort excitation pulses can cause percent-
level carrier excitation quasi-instantaneously
without substantial lattice distortion or sample
damage.
The presented methodology could generally

explore the dynamics of light-induced excitation
processes in semiconductors independent of the
excitation mechanism. The ability to separate
electronic and lattice response to an initial pop-
ulation transfer will permit the investigation of
postexcitation carrier interactions and relaxa-
tion dynamics.
Through analysis of the experimental L-edge

spectra at different time delays, in combina-
tion with TD-DFT and core-level absorption
calculations, these studies reveal the time scale
of carrier-carrier interactions and identify
their role in the band-gap reduction of semi-
conductors. The attosecond temporal resolu-
tion allows identification of light-field–driven
electron tunneling as the main process for
band-gap excitation by few-cycle near-infrared
laser pulses.
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Large-scale nanoshaping of
ultrasmooth 3D crystalline
metallic structures
Huang Gao,1,3* Yaowu Hu,1,3* Yi Xuan,2,3* Ji Li,1,3 Yingling Yang,1,3

Ramses V. Martinez,4,5 Chunyu Li,3,6 Jian Luo,7 Minghao Qi,2,3 Gary J. Cheng1,3,8†

We report a low-cost, high-throughput benchtop method that enables thin layers of metal
to be shaped with nanoscale precision by generating ultrahigh-strain-rate deformations.
Laser shock imprinting can create three-dimensional crystalline metallic structures as
small as 10 nanometers with ultrasmooth surfaces at ambient conditions. This technique
enables the successful fabrications of large-area, uniform nanopatterns with aspect ratios
as high as 5 for plasmonic and sensing applications, as well as mechanically strengthened
nanostructures and metal-graphene hybrid nanodevices.

N
anoscale metallic structures and their pos-
sible uses are under investigation in a variety
of fields such as plasmonics (1), electronics
(2), and biosciences (3). However, the large-
scale manufacture of such structures with

high fidelity and quality [e.g., ultrasmooth sur-
faces, sharp corners, three-dimensional (3D) shapes,
and high crystallinity] represents a substantial
challenge. Although nanoimprint lithography is
a useful method of fabricating nanometer-scale
patterns on polymers (4, 5) and has been adapted
to metallic glasses (6), direct nanoimprinting of
crystalline metals is still generally infeasible be-
cause of the limitations on formability arising
from (i) fluctuations of plasticity at the nanoscale

caused by localized dislocation bursts (7, 8),
(ii) size effects in plasticity (9, 10), and (iii) grain
size effects, which generally limit the feature size
to be larger than the grains (11, 12). These limita-
tions can be circumvented by using nanocrystal-
line or amorphousmetals (6), heating the sample
close to melting temperature (13), or using a
superhard mold (14). But these methods either
place limits on the materials that can be used, or
operate at high temperatures with serious draw-
backs [e.g., the heating and solidification cycle in
hot embossing (14) or melting (15) leads to high
surface roughness, especially in sub–100-nmme-
tallic structures]. Moreover, the low crystallinity
in metallic glasses limits their functionality be-
cause of electric and magnetic losses (16). Sim-
ilarly, fabrication ofmetal nanopatterns by direct
nanoimprinting of nanoparticles (17) incurs size
effects of the particles during their deposition
into the nanomolds and is therefore not a good
choice for ultrafine patterns. Currently, fabrica-
tion of metallic nanopatterns relies on time-
consuming, multistep approaches consisting of
electron beam lithography (18, 19) or template
stripping (20, 21). However, high resolution, high
crystallinity, and low sidewall roughness cannot
be achieved simultaneously, even with state-of-
the-art equipment.

Figure 1A summarizes the most common di-
rect shaping processes, materials, ranges of their
respective processing strain rates, and processing
temperatures. A key barrier that impedes the
fabrication of smooth ultrafine crystalline metal-
lic 3D nanostructures is the high strain rate re-
quired to activate superplasticity in metals, due
to the need of ultrafine grain/particle sizes to
generate superplastic flows (22, 23). Unfortunate-
ly, the existing imprintingmethods cannotprovide
sufficient high strain rates to generate 3D me-
tallic crystalline nanostructures.
We demonstrate “laser shock imprinting” (LSI),

a cost-effective direct nanoshaping method for
high-throughput fabrication of smooth 3D crys-
talline nanostructures at ambient conditions. LSI
uses a laser shock to compress metallic sheets
into a silicon nanomold with a variety of shapes.
We have used the nanomolds for over a hundred
times with no damage or degradation in perform-
ance (fig. S1). This technique enables large-scale
direct fabricationof smoothultrafinemetallicnano-
patterns as small as 10 nm for mass production
(fig. S2). LSI uses ultrahigh–strain rate deforma-
tion at room temperature to overcome the limita-
tions in nanoscale formability of coarse-grained
metals. Additionally, LSI can be applied to a broad
range of metals, including metals as hard as Ti
(fig. S3).
Figure 1B schematically illustrates the LSI

process. We used a Nd:YAG laser pulse (0.3 to
1.4 GW/cm2, wavelength 1064 nm, pulse duration
~5 ns) to irradiate an ablation coating layer
(10 mm graphite) in direct contact with the sam-
ple. The sublimation of the ablation layer by the
laser pulse generates a shock wave that, con-
strained by the confinement layer (glass or wa-
ter), propagates through the metallic sheet and
plastically deform it conformably on the under-
lying silicon mold with nanoscale resolution.
According to Fabbro’s model (24), the peak pres-
sure of the shock wave generated by the laser
pulse reaches 0.85 to 1.83 GPa, enabling the gen-
eration of strain rates on the order of 106 to 107 s−1

during the laser shock, depending on the applied
laser intensity and pulse duration.
We fabricated silicon nanomolds by e-beam

lithography (EBL) and reactive ion etching (RIE)
or wet etching. Atomic layer deposition (ALD)
was used to deposit an ultrathin Al2O3 layer (5 to
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